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2 _[Iv. v INFERENCE JUNE/JULY-202]D-7656/BL

3 IV Jiv INFERENCE JAN/FEB-2021 |9776

4 IV v STATISTICAL INFERENCE SEPT/OCT-2021 | 18125/N
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Code.D-7506 5
FACULTY OF SCIENCES
B.A./ B.Sc. (CBCS) I- Semester (Backlog) Examination, August 2022

Subject: Statistics
Paper — | : Descriptive Statistics and Probability

Time: 3 Hours Max. Marks: 80
PART - A

Note: Answer any five questions. (5 x 4 = 20 Marks)
1. Write a short note on designing of questionnaire.

2 What is skewness? What are its measures? Explain.

3 Give mathematical definition of Probability. What are its |lmltatlons'?
4

If A and B are two events on the space ‘S’, Show that P(Am B): (A) . P(BIA),

P(A)>0.
5. Show that if two random variables are said to be stoch_"” Ily independent if their

f(x,y)=8xy ; 0<x<y<1
= 0 ; otherwise
Find the marginal densities of Xiahc
7. Define covariance of a bi iat ’rahdor‘n variable. How it is obtained through

expectatlons’?
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PART - B
Note: Answer.all the questions. (4 x 15 = 60 Marks)
9. (a) Explain in detail classnﬂcatlon and tabulation of data.

(OR)
(b) Explain about relative measures of dispersion with examples.

10. (a) State and prove Boole’s inequality.

(OR)
(b) Foe ‘n’ events A1, Az, -, An defined on a sample space ‘S', Show that
P(U 4,) =z Z P(4) - > P(4.n4)
i=1 i=1 1<i<j<n 17



Code.D-7506
-2-

11.(a) Explain the procedure of One dimensional random variable. Let the probability
density function of x be f(x) = 2x; 0<x<1

=0 ; otherwise
Fined the probability density function of 3x+1.
(OR)
(b) A continuous random variable X in the range (-3, 3) is has the following

distribution.

(i) Verify whether it is a probability dergsx ;
(i) Find the mean and variance of x. |

(b) Define moment and cumulate generating functions and characteristic functions.
Examine the effect of ‘Shift of origin and on the above three functions.

koK ok ok koK ok ok




Code No. D-6006/BL

FACULTY OF SCIENCE
B.Sc. / B.A. (CBCS) | Semester (Backlog) Examination, August 2022

Subject: Statistics

Paper-I: Descriptive Statistics and Probability

Time: 3 Hours Max. Marks: 80
PART — A

Note: Answer any eight questions. (8 x 4 =32 Marks)

1. Explain the properties of Arithmetic mean.

o Define measures of Dispersion. Explain how standard deviation is the best

measure of dispersion.
efine central and non-central moments. Explain Sheppard’s correction for

3.
moments
4. Define probability of an event. Prove that P(A)=1-P (A)
5. State and prove Bayes’ theorem.
6. Explain pairwise independent and mutually inc#epenlgentué\',ents with examples.
7. Explain pmf and pdf of random variables. [
8. A continuous random variable X follows the probablllty law:

f(x)=Ax?; 0=sxs1,
=0 ;otherwise. Find A.

9. Define Distribution function. S
random variables‘

10. Define Covariance betw
“theorem of expectations of random variables

11. State and prove addition

12.State and prove Cauchy Schwartz's inequality.

PART -B
(4 x 12 = 48 Marks)

Note: Answer all ‘the’ questlons
13. (a) Explam Karl Pearson’s and Bowley's measures Skewness.
(OR)

(b) Define moment. Derive the relations between central moments in terms of

non-central moments.
14.(a) State and Prove Addition theorem of probability for n events.
(OR)

(b) State and Prove Multiplication theorem of probability for two events.

Prove that for any two events A and B, P (ANB)=PB)-P(ANB)



9 Code No. D-6006/BL

15.(a) Define Random variable. A random variable X has the following pmf

X (01|12 |3 |4 |5 |6 |7

PX) [0k |2k|2k|3k|k?|2k?|7k2+k

(i) Find k (ii) P (X< 5) P (0<x<3) (iii) P (X 2 5) (iv) F(x)
(OR)
(b) Explain Bivariate distribution
Let X and Y be two random variables with the joint prgﬁ;é'bii;lﬂity/density
function f(x,y) = i (x3y%);0<x<2,0<ys2 = ;gg%t/he’ﬁ/vise.

P
&

Examine whether X and Y are independé"’ﬁt

16.(a) Define Moment generating function.of’a;ra dém variable. Derive moments

from it. Explain the properties of M

(b) State and prove Chebysh




FACULTY OF SCIENCE
B.Sc./BA (CBCS) | - Samaster Examination, March 2677 9

i s Subject: Statistics
aper-I: Descriptive Statistics and Probahility

ime: 3 Hours _
Tt o ‘ Mar. Marvs: o
o2 PART — A 0

Note: Answer any eight questions, (6% 4= 97 arpa
VO L= ad Matrs

,n.a?i

1. Define grimary data. Mention methods of collecting it.

. Distinguish between questionnaire and schedule?

. The weights of'6 competitors in a game are given as 58, 62, 86, 6%, £5, 642 Firv

the A.M of weights of the competitors. y 9o, GYUGS, Flind

A problem in statistics is given to 2 students A and B .The probabiiityn thet £ estyee

the problem is % and that of B to solve the problem is 2/3.Find the probzsity taz:
problem is solved. Sy =t

5. Write short notes on conditional probability.

w N

i

6. Explain Mathematical definition of probability. VAR

7. A random variable X has the following probgbility;juncﬁon fy Find K iiy P{0<«<5]
X 1 2 3 J& |5 [6 |7
PX) | K 2k |2k |8k | oKE | TKEHK |

8. Define the term random variable with an example.

9. Explain marginal distribution function. :

10.What is mathematical expectation?

11. State and prove addition theorem of expectation for two events.

12.Find the expected value’of the random variable X whose density function is

fx) = %; 1<x <2

= 0 gfﬁgrwise

Note: Answer any four questions. (4x 12 =48 Warks)

13. State and prove any two properties of mean,
14. Define central and non -ce,ntral moments, Derive central moments |

central moments. - :
15, State and prove multiplicatl
16. State and prove Baye's theorem

n terms of non-

on theorem for n events,
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17.Define the following terms
i) Probability mass function if) Probability density function
iif) Conditional proba‘bility function

18. The diameter of an electric cable say X is assumed to be a continuous random

variable with pdf f(x)=6x(1-X);0sXs1

=0 : otherwise

(i) Check whether f(x) is a p.d. for not v‘
(i) Determine a number b such that P(x<b) P(x>b)
(iii) Find mean | :
19. State and Prove Chebychev ‘s inequality )
20. Define cumulant generating function. What’*l _»héﬁeﬁect of change of origin and

scale on cumulant generating functlon

*%
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Code No, 19008/NIBL

FACULTY OF SCIENCE
A./B.Sc. - ' ‘
B c. I-Semester (CBCS) Examination, November / December 202
1

. Subject: Statistics
Paper - | : Descriptive Statistics and Probability

Time: 2 Hours .
ax. Marks: 80
PART - A
Note: Answer any five questions. (5 x 4 = 20 Marks)
S

What !S meant by classification? State its objectives. L
What is secondary data? What are the sources of secondary data?

What is meant by skewness? Define various types of skewness..

Define Statistical definition of probability and discuss its merits and demerits
State and prove addition theorem of probability for tworevents. '
State and prove Baye's theorem. O

Explain transformation of one dimensional random variable':.

Defi_ne distribution function. State its properties. -
Define random variable and types of random variables. Give one example for

each.
10 Define moment generating function. State its properties.
11 Define mathematical expectation of a random variable. Define raw and central
moments using mathematical expectation.
12 State and prove multiplication thecrem of expec

random variables.

© oo N oo W~

tation for two independent

PART - B
(3x20= 60 Marks)

Note: Answer any three questions.

nd-non central moments. Est n them.

13 Define central @ ablish the relationship betwee
erits and demerits?

f dispersion. What are their m
n theorem of probability

14 Explain,v?’ri,_ojgjé measures 0
5 Define conditional probadilt
for ‘n’ events.

y. State and prove multiplicatio

e Boole's inequality.

dom variable X has the o<xst then

16 State and prov
p.d.f. f(x) = a(x— x?)

17 A continuous ran .
(ii) Find mean and yariance (iii) Find distribution function

(i) Determine ‘a’
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18 The joint probability density function of a two-dimensiona| random variable (X, Y) is
given by

o) ] 2:0<x<], O<y<x
X, P) = .
VACESY 1 0; otherwise

(i) Find the marginal density functions of X and Y :

(i) Find the conditional density function Y given X =x and condmonal densn’t/
function of X given Y =y. - .

(iif) Check the independence of X and Y

)
4

19 State and prove Chebyshev's inequality and dISCUSS lts Importance

20 Define cumulant generating function. State and prove lts properhes

P N

b W Y N
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Code No. 1999

13

FACULTY OF SCIENCE
B.A./B.Sc. | Semester (CBCS) Examination, August 2021

Subject: Statistics (Theory)
Paper - I: Descriptive Statistics and Probability

Time: 2 Hours S Max. Marks: 80

Note: Answer any five questions, (6 x 4 = 20 Marks)

Derive limits for Bowley’s coefficient of skewness.

Explain Sheppard’s correction for moments.

Define Kurtosis and explain its measure. AN

If A and B are independent events then show that 4 and & are also independent,
Define conditional probability and independent events. > :

Define axiomatic definition of Probability.
Define distribution function. State its properties.
Define joint and marginal probability mass functions.. . :
If a random variable ‘X’ is exponentially distributed with-the parameter 1. Find the p.d.f of

Y = \/; ) : . »;f; .
10 State and prove multiplication theorem of mathematical expectation of two random variables.
11 Define cumulant generating function. State itsiproperties.
12 State and prove Cauchy-Schwartz inequality. '

>

O oo~ UL WON —

_ PART-B
Note: Answer any three questions. - \-‘;_: (3 x 20 = 60 MaikKs)

13 What is primary data? Exp:l‘ain\va‘r‘ibus methods for collecting primary data.
14 Explain various measures of central tendencies. State their merits and demerits.
15 State and prove ad:\ditjon theorem of probability for ‘n’ events.

16 (i) State afid ﬁ"rqv\'/'é’Baye’s theorem. . . . l
(i) In a bolt factory machines X,Y,Z manufactures respectively 25%, 35% and 40% of the tota
bolts of their output 5%, 4% and 2% are defective bolts. A bolt is drawn at random and is

found to be defective. What is the probability that it was manufactured by machine ‘X'?
17 Define a random variable. Let X be a continuous random variable with probability density
function

[ax; 0<x<l

a; < x<2
S(x)=

I.—gx+3a; 2<x<3

lo; otherwise

(i) Determine the constant ‘a’.
(i)  Determine distribution function.
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Code No. 19008

18 The joint p.d.f of X and Y is given by
Fleny)= {{b\y 0<x<y<l
{03 otherwise
Find ()  Marginal probability density functions of X and v
(ii) Conditional density functions of X given Y and vy given X.

19 Define moment generating function. State and prove any four its properties

20 Define mathematical expectation of a random varlable State and pro
v
expectation of two random variables. plove addltlon theorem of

dkkk



Cl “NCE Code No. 3007
FACULTY OF SCIENCE ,

B.Sc. |-Semester (CBCS) Examination, November / December 201g
Subject : Statistics
Paper — | : Descriptive Statistics and Probability

Time : 3 Hours Max. Marks: 80

PART -A(5x4=20 Marks)
(Short Answer Type)
Note : Answer any FIVE of the following questions.

2

%‘Tne Arithmetic mean, Geometric mean and Harmonic mean.- ; %,
/gf'ﬁaﬁne Central and Non-central moments. State their interrelationship:

%ﬁeﬁne (i) Independence of events (i) airwise and independe
independence of events. D

4 Prove that for any three events A, B and C i,

~P(AuUB/C) =P(A/C)+P(B/C)—P(AmB/C)

Define distribution function and state its properties. ..

P

6 The random variable X has an exponential dis“t_gtiputi‘:gn, f(x)=e7,0< X<o .

ind the density function of the random variable ¥, = 3X +5
7 Define Mathematical expectation of a random variable. Find the expectation of the

number on a die when thrown. : _
8 What is the effect of change of origin and.séale on moment generating function?

| | PART B (4 x 15 = 60 Marks)
e -t f (Essay AnswerType)
Answer ALL questions.

9 _tayDefine Primary déta. What are the different methods of collecting and editing of
primary.data? Describe any one method in detail with example.
OR
(b) (i) Explain thé concept of skewness. Obtain the . limits for Karl Pearson’s
coefficient of skewness. '
(ii)-The:first four moments of a distribution about the value 4 are 1, 4, 10 and 45
7 respectively. ? Compute coefficient of skewness, Kurtosis and comment upon

. thé results.

)ﬂ/(a) (i) Define Axiomatic approach to probability.
(i) Prove that for any two events Aand B

P(ANB)=P(4)—P(ANB).
(iii) The chances of solving a problem of three persons X, Y and Z are

L Land %respectively. What is the probability that the problem will be

3°2
solved? ,
OR
(byState and prove multiplication theorem of Probability for ‘n’ events.
2 pL oy
ote) g1
@t\» = -/
()( 9(\ \O (ﬁ/{j?
— - {) 0.

~.
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/

’1/3) fi') D(.‘fan discrete and contintous l] m:ll(l)::: F::;Il(h\;\llilm |
- (if)A Continuous random varlable X i Wowlng p..r.

"

ax, Dsysl

. a, lsxs?
Sy —av+3a, 25xs3
1 0, clsewhere

P . Mo & n 4 Mo P A i
Determine the constant ‘a’, compute £'(x 5 LS)Yand £(x > 2.5) -

OR
(b) The joint p.d.f. of X and Y s given by
Sy = %(6-.\?—_})), 0<x<2, 2<y<4

=0 , otherwise
Find () PX<1 Y <3) (i) (X+Y<3) (iii) (X< 1/Y <3)

(a) (i) State and prove addition theorem of Mathé’matical Expectatlon
(ii) A coin is tossed until a head appeathhat is the expectatlon of the number
of tosses required. -

e ;o OR
b) () Define charactenstlc functlon, of a random \(anable and state its properties

also prove any. One of its propcrtles
State and prove Chebyshevs mequallty

o kK Aok
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FACULTY OF G CIERCE

CiRCS) Examination, Decer

subject: Statis tics R 2ty
iptive gtatistics and Probahility

B.Sc. -Semester (

Papez - [ Descr
Miax. Marks: 20

PART ~A(5x4=20 Marl’s)
(Short Answer Type)
VE of the foi%wmg q

Note: Answer any ¥
Explain Schedule: ™

. “2- ExplainKurtosis. :
pendenée for 4 eVeﬁts‘i

T 73 rite the condmon fort m
| utual inde
/gefne Amomatlc definition of probabll ty. ‘
(ii) Proba&;lity densnty function ,

erfne 0] Probablhty mass functron
L2 O<.\<l e m
e . %, /

6 1547
DU B O otherwise :

Fir_w_(LQ df of y = 2x+1 :
“State and prove’ Cauchy Schwan/ inedé aity
p(ax + b)=a Var (X)r where a-and b are consianis.

8- !f X is random Vanable then \%
(4% 15=60 Hfiarks)

E3353Y Answer Type)

Aitempt ALL the qu'ﬂ'stronc

llecting: statistical data’? Wth“l is more

reliable

g (a) \thf are vanous methods of co
| OR

‘and wity?
p between central

N &
Jb)/Estabhsﬁ the Relattonshi
? in the 11 f'rst four momenis.
robability for 4 ev

tnon theorem of p
OR

fRéw moments.

g

moments interms 0

ents.

te znd prove addi
pendent.

that A and B are mde
its umporiance

ble X has the fbll’owing pmf.

) (@) ?j%ia
,,eg(:, If A and B are mdependanf then show
d prove Bayes theorem. Give |

(it State an
A random .varla
'y, | find the !

'1.1‘},‘_;5)/Deﬁne_ Random vanable
(ifi) If P (X = %)=

() Fmd K(H)P d

finimum
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‘ (k) Define Joint probabiliiy'-oonsﬂ)’ {un\,tlon,. th def of x and y -
. e x>0, )™ Su LR
Jyy=y otherwise. PR o i " :
‘mdependeht (i) p(x < 1) 4'(iii),p. (y>2) (iv) P(x>2,

(i) "Verify whether x and ¥ ar
< 3)

12 ¢A) (i) State and prove muiti iplication theorem af-mathematicd- eipedé‘p'.on.
(i) Two unbiased dice are thrown Fmd the ‘expecte d v lus of rréj sum of number of

: Tw
T points on them.

‘and momﬂn{s

ii) Find the mgfof y '='

—
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B.Sc, 1-S¢ FACULTY OF SCIENCE
- I-semester (CBCS)(Backioy) Examination, 1, 4
e 2 (t Ff}.qn,, g
R o 74
subject © Statistics o 7
. Paper — 1 : Descrintive Statistics and Probyuyi.
rime : 3 Hours subsilny
. . ,
PART — A (5 % 4 = 20 Markz) 3L gt gy

ot . (Sho.t Aﬂa‘/lf"l’ Type)
, QAT =i
i —Listout the Rules 1, .‘,s:t:;gf:;fs  FIVE of the following quesions,
_ ?’ \?\]O\'\’ that for = 7](,!;1_‘(:”’}/ distribution. P/ > 1.
/ /Ul e mathematical and statistical defiritions of probzsifi,
State and prove addition thecrem of pichability 1o ;f‘u”»; ¢ o
,S/A andom variable X has ine following probability digtrivution

\
\
—

sar Ba
*/1J

P?sx IR
o _ p(x) 1011 K ]02[2k{0.3 |r )/
(i) Emd k (i) Evaluate P(X < 25_ = ¥
P ~/Igef'ne marginal and conditionzl densiiy function. '
/;/ Etata the properties of characteristic function. 7
/ State and prove mulliplication thecrem of E/pcc, 2o,

PART -8B (4 x15% 60 M:zr S}
{I“N ay /‘mswer Type)
rarmot ALL the ques tions.

i"éo’&:'
. A \ o sy 13
S ,J (y-"What do you underel and by coeficient of vartaiion? For wWnet purpose iis
used? .
%FOBO"NETIQ is the r‘e("org ,/}.goals scored by team A in the 7o0ioak 3835 K]
{'/', ': . :
No. of aoais seorad 10 11 21312,
. PN, ofmatches [1]917 150 ER
t—o(‘ 1eam Ev the average number of gOdiS ;pclof_f pei mia aic .'n.was 2.5
; team inay e

a”**tanciara deviation of 1.25 goals. Find vnich

and with;
‘ad 7 ’ore consistent.

DR _
reletionship between

xﬂrsa (,.antxal and rion cental moments. Derive the
ts i terms of 1aw moments.

(b) (t)/Bc

=" central momen
butmn trm first four mome

,{k(;/iﬂ a certzin distri
/ -4, 22, 117 and BEG e yeotively, Find meaps vé il

nts Abm i the point 5 are
'(I lvl (l { 1.

are chosein ¢ at

10 \fl\ {0 ,.cnz\h; and [rove E vei's theorem,
(”) From 9 positive atm 8 negative numbers, 4 rgripers 8 ity that

random ‘withoul replacement and multiplied, what 15 the provd Y

the productis nositive,
. .-
(0) () £ A and B are independent events then show ihad
/ A wnd [)/;/l and /1 are aiso mdepr,uu. e .
vt A and
(A B+ """ /’(/L’ V7Y l un(j PY = Prave (i e .|.,r..;A

_ P

Ui
: are mdependunt.
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11 (@) (i) Povne Dighibution function of v random valable and atate and prove it
oroperfies. | ‘
iy )= 2x0<ys 1, ind the probabllity dansity funation of = hi .
LRV RRY R
(b) (i Write the procedure for yansformition of onosimenalonal randorm
/7 variable.
(i) The joint pdf of two- dimonstonal ranclom varlnblo (X, Y) ls givan by
[k\'z y, 0<x= O vel
fxn)= 1 0, othemwise
\ Fingd the value of K .
; Find mo mmqnml densities of x and y
Mes

12 (a)D efine MGF and GGF of a ranuom vmhhln‘Whul Is 1 hOn{)ﬂ'ﬁﬂ ofchmqo of

yrigin and scalg on MGE and GGF, A
OR
() () State and prove Chebyshav's mequaluy |
'\:z}. A gl sc.‘»:‘ o random vauiable X takes N\Q\Vh\hlﬁ“‘ 0,1,2,3 with probabilities

*

respectively, Evaluate Pl

0] !h«

coi-o
OO] (59
[V | "]
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5.5c. | FAGCJLTY OF SCIENCE
3.5¢. Semoyter (CBCY) Examinatior f' |
NI s N Ad 28 \f )l )e(‘; PO
o K{\ ember 261,
subject Htatistic?

Paper - | : Descriptive :)TaﬁaUC'a\dNCl Probahility

Time : 3 Hours _
Max. Marks
80

PART - A (5 x 4 = 20 Marks)
(Short Answer Type)
Note : Answer any FIVE of the following questiong

S o N T
~+ Explain the Sources of Secondary data.

S
_2-"Show that Bowley' = '
how that Bowley's coefficient of Skewness lies between +1.

2 State the axioms of probability.

“~Show that n‘A and B are indenecent, ,71 and E are aIsd”iiictez:-end-vnt

: / in Glsmbul.or function and state its propertles

bhO"J that V(aX + b) = a®ViX).

/:xolam lhe procedure for i am.onnatlon o. 4 random varnable.
.
%ale and prove additive prow‘y of CGF.

PART 'B (4 x15=60 Marks)
Fasay Answei Type)
Notc ,,azt.empt ALL the questions.

e

and secondary data. Explain 2 n methods of

vantages and disadvanltages (5+31)

9 =gt =7 Dislinguish bptween prirnary
collecting. anary data withs ad

OR

(b)/ﬁ“‘)z:fmefentral and Non central moments. Derive t
7 cenltral moments in term¢ of 5 raw moments.
ome: nls i

QWM 2 certain distribution the first first four me
- 2,-110 and 260 recp%llvely Find mean, Va:

he reiat 'O!-al‘llp helweer
(5+7)

It ihg point 9 e

.E,. Prove that l’[l’} , }_ i)
are drawn at

10 (a! a7 rCrncrbnwthFZ
i (=l
mtud2 Whatisthe

50 tickets nun.bnrer' 1,2, .. .>O Fw a tigkels

(h\ A Lag costains
T e T iand B BRG AITA ,qc/l iy =4 wEeending o'"l(-r of mag et
Srehaiitly that the third lisket Is 307 e
oR ‘
t..nor( 111 Of plob ability forn avert®
Aand -

_),,»(ﬂ’chdln aih pfow addilion
' o
. an(i PUly e - Frave (e eviEnls

1

AR Py P B

are Inc:: ﬂndent
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n Code Mo, 229
1 ta)y ) Define Random veriable, pmt and ndf.
(,,\ A random variable X has the density function given by (147574303 14)

Sy =ed=xoleas]

- Determine the constant ¢ and lind the mear and Variance,

QR
(i /A“two d:menSIOna' random variakie (X, Y) have a bivariate dlstnbuﬂon given by
Xty
/(\,__\ }'—v)“ Y2 por \~O l medy -0 [

_.__..__-—-——--»

(Hl; P()\ 1 Y= 0). : R : (3+2+2+5+3)
12 (a)'Define MGF and CGF of a rananni vquable Establlsh thv relatlon_,h;p between
moments and cumulants. o ‘ , (5+10)

{t) @ Qtate and prove Chnbyshr‘v s in equahty

function of Y =+ .

'
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FACULTY OF SCIENCE Code No. n.gy0g
B.A./ B.Sc. (CBCS) Il - ngester (Regular & Backlog) Examination, J
Subject: Statistios (Probability Distributions) ' 2UY 2022
Paper — Il
Time: 3 Hours
PART — A Max. Marks: g¢

Note: Answer any eight questions. (8x4=32m
- arks)

Write short notes on Bernoulli distribution.

State and prove reproductive property of Binomial distribution.

Dgitcm‘e tF;orsson distribution and obtain its mean. e

Obtain the recurrence relation for the probabilities of Negative bj Senialidistriny
State and prove lack of memory propzrty of Geometric%istribu?ii?%m"ilidls’t”bunon'
Show that Hyper Geometric distribution tends to binomial diistr?bd‘ti’én

Derive mean deviation about mean of Rectangular distribution., '

Derive the odd order moments about mean of Normal éi’i"s:t,ribut'ibn.

State and prove the reproductive property of Normal distribution.
d its meap and variance.

©ONDO A OGN

10. Define Beta distribution of second kind. Fin
11. Define the general and standard Cauchy distribution.

12 Write short notes on Central Limit Theorem: ‘¢
PART-B. |
R (4 x 12 = 48 Marks)

Note: Answer all the questions.
13.(a) Define Binomial distributjorii_-..d!itgin its m.g.f. and hence find its mean and
variance.
, s, Py JOR) ‘ ‘
(b) Obtain the first four moments of Poisson distribution and derive coefficient of
Skewness and Kurtosis. ™ '
ptiéns show that Poisson distribution is a limiting cas

B

e of

14.(a) Stating the assum

Negative.binomial distribution.

s (OR)

(b) Define-Hyper Geometric distribution. Show
fends'to Binomial distribution. -

that Hyper Geometric distribution

15.(a) De"f:iﬁn'é Rectangular distribution and hence find moments and Skewness.
(OR)

(b) Stating the assumptions show that Normal distri
Binomial distribution.
e following functions of Exponential distributions.

(i) Moment generating functiqn (m.g.f.)

(ii)Cumulant generating function (c.g.f)

(iii)Characteristic function (c.f.) o

istribution and obtain its moment generating function and

bution as limiting case of

16.(a) Derive th

(b) Define Gamma d
ts mean and variance.

*kkk

hence find i
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FACULTY OF SCIENCE
B.A./B. Sc. (CBCS) Ii - Semester (Backlog) Examination, June / July 2022
Subject: Statistics (Probability & Distributions)

_ Paper: Il
Time: 3 Hours Max. Marks: 80

PART - A
Note: Answer any five questions. (5x4=20 Marks)
1. If the M.G.F. Mx(t) = (0.3 + 0.7 €!)'0, then identify the distribution and find P(X=2)

2. The number of customers arriving at a bank is a poisson distribution with 4
customers per minute. Then what is the probability that there are 3 customers

within 2 minutes?

3. Derive the mean of hypergeometric distribution.

"\

In a surgical strike, the probability that af_so_[die_r__ﬁi:‘:tting the target is 0.8. Each hit is
independent of others. Then what is the probability that the target would be hit on

the 6™ attempt?

Find the mean and variance of:continuous uniform distribution.
State the central limit thgbréhﬁla\hd explain its importance.

Derive the mean of B_gté dié‘tribution of second kind.

8. The marks obtained by the students in Mathematics, Statistics and Computer

Science in.an examination are normally distributed with mean 52, 50 and 48 and
with standard deviations 10, 8 and 6 respectively. Find the probability that a student
selected at random has secured a total of 180 or more marks? You are given that

area’between 0 and 2.12 is 0.4830.

PART - B
(4 x 15 = 60 Marks)

Note: Answer all the questions.
9. (a) Derive the moment generating function of the binomial distribution and hence

deduce its mean and variance.
(OR)
(b) It is known that the probability of an item produced by a certain machine will be
defective is 0.05. If the produced items are sent to the market in packets of 20,
f packets containing exactly, atleast and atmost 2 defective

find the number 0
items in a consignment of 1000 packets using:
Poisson approximation to Binomial distribution.

(i) Binomial distribution (ii)
w2
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2 Code No. D-7556

10.(a) Prove that binomial distribution a8 a limiting case of hypergeometric distribution

3 3 ditions.
under certain con (OR)

(b) State and prove the additive property and lack of memory property of geometric
distribution.

11.(a) The demand of cakes (in kg) gt a baker){ show§ rectangular distribution in
(200,300). Further the owner finds the distribution of profit as under, from his

experience.
Daily Demand(in kgs) 200-225 225-250, . T250-300
Average Profit(in Rs.) 581.50 636,50, - 844 .20

e Jf: e
(i) Find the expected profiton a randomly ¢hosen day.

(i) Also find the probability that on g;ran,c?j:dm,yﬁ‘fs_c_alﬂected day the demand lies
between 210 kg and 260 kg. i By

(b) A radar unit is used to measure speeds of cars on outer ring road of Hyderabad.
The speeds are normally distributed with a mean of 90 kmph and standard
deviation of 10 kmph. On average everyday nearly 2000 cars travel on the outer
ring road. If the car speed exceeds 100 kmph, a fine of Rs.1000 will be imposed.
Then L il AT

(i) Find the approximate‘amount per day that they collect in the form of fine.

(i) What is the probability that a réndomly\‘sje_lectédc‘:ar is travelling between 80
kmph and 100 kmph? P
(You are given that Z lies between 0 and 1 is 0.3413)

12.(a) Derive the moment generating function of Gamma distribution and hence
deduce its mean and variance from it.
. (OR) | ‘ .
(b) Find the four central moments of an exponential distribution. Also give three
real life examples of an exponential distribution where it is used:

hkkk
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Code No. 18037/0

| FACULTY OF SCIENCE
p.A/B.Sc. Il Semester (CBCS) Examination, september/October 2021

Subject: Statistics
Eaper— I : (Probability Distributions)

Time: 2 Hours Max. Marks: 80
PART - A
(4 x 5= 20 Marks)

&

‘ N'ote: Answer any four questions.

mode in case of Paisson distribution. .
Define riegative Binomial distribution. Derive
Derive recurrence formula for the moments 0
Define Geometric distribution. Obtain its mean an
State properties of normal distribution. , RN
State and prove memory less property of exponential distribution. -

.Define general Gamma distribution. Derive its m.g.f.< :
Define Cauchy distribution. Show that momerits,f,‘doé"s not exist in case of Comely

distribution.

its m.g.f. 2
f Binomial dig}[;ibutio'h:;
d variance. ;.

Derive:

O~NO D WN

Note: Answer any three questions. (3x20= 66 Marks) -

9 Define Binomial distribution;{otgt%imf,&.g.f. for the same and hence find B1 & B2.

Comment on the deductjons. & - ‘

efric distiibution. Stating assumptions der
pergeometric distribution.

10 Define hyper geom ive Binomial

distribution as 2 limitingtcase of hy
. 11 Define Poisgon di&tribution. Derive B1 & B2 for the_éame‘ and comment.
: ds to the normal distribution.

bution. Derive its m.g.f. state and prove additive ~property of

12 Shoy_){g;t;tf:"' ggjémial'distribution ten

13 Defihe normal distri
normal distribution.”

ntial distribution. Derive B
nentialfdistribution.

1 & B2 for the same and comment on the

14 Define expone

nature of expo
median = mode =m.

- 415 Show that for normal.distribution mean =
eral and standard Cauchy distribution. Derive its ch
and prove its reproduotive property.

aracteristic

16 Define-the gen
function. State

KRAK
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FACULTY OF SCIENCE

B.Sc
+ -Semegtq, (CBCS) Examinatlon, May /

Codg No, 3037
Ju ho 2019 A S
Subject : Statistics

Tim‘e' : 3 Hours Paper — I Probability Dlstrllmﬂnn

Max, Marig. 80
PART — A (6 x 4 = 20 Marks)

~ (Short Answer Typn)
Note iy ( CEINVE o £ !
- Answer any FIVE of the following Yuestions,
1_A47Ind the mean - '
//g; Sing & die. and variance of the following uniform distributi N

&:".. ;
?{ W,gigllg 18 obtaing by

ty,
“}Q‘.) = % » X = 13 23 3, 4, 5, 6 @{W \ h‘;}(f{}

el 0, otherwise : .
2" Determine the Bino W

'
it
ni i i i "~ ic é} "1{ N
o its mode. al Distribution for which the me n'tg,4 and variance is 3, Also
2

ienive the Moment Generating function of & Rplssof Distributio
_]{—jmd gve mean of Negative Binomial Distri utio%§ :
5. The Random variable X’ js Normally Dist utgﬁ with -mean . = 30 '

- . . Vi N - d ¢
Deviation o =4. Find (i) P(X <40) (iyfP(xX* %‘1‘3 PR u- : e standard
[You are given that (i) area between 2.5 is 0.4938, (ii) area between 0 and
2.25-is 0.4878]. )

{ve the mean of an Exponeriiigl  Distribution.

ind the moment generatingyfungiion of Gamma Distribution.
8 #,S{'a?‘t‘e"ény two propertieg,of a4chy Distribution.

- &~ BART — B (4 x 15 = 60 Marks)
“’a%; ¥ (Essay Answer Type)
' hfote: Answer ALL the questions.
. & ——
/@peri{eef” t three central moments of a Binomial Distribution.
# :‘, % ’ OR .

O j" the Moment Generating function of a Poisson Distribution and hence
“Alate mean and variance from it.

i ' Indica cars. If 5 of these
\ i nv has 12 Maruti Swift cars and 8 Tata ‘ _
%}*{;ﬁasx;f: ?ncv?/g'ﬁ:hgp for repaijr and Swift car Is likely to be in for repairs as Indica

i bability that. .
Z?rbvffzaotf'g gfs?fof th]egn are Swift cars In workshop for repairs.

ke.
iy All the 5 are of the same Maxe.
g:l)) é‘ind the expected value of x 1.e.E(x).

o SRR, .. : timi the
)‘byg/ ! the conditions prove that Poisson Distribution as a'limiting case of
_ tating the C ’ :

Negative Binomial Distribution.




rabad Metro frains ar 'w t ti :
S nd the probabihty that the passeng

. ‘,9 assengel c
6 am I35 ga,soa.n.,f

(iiy more
(m)falso find the mean

42/ ve the mean (
(l Befa Distribution of first kind

ts failure disti A on with the mean of

0]
ponentlal tlme tol

it willfail bya]5 oe€ hours
eration for its megp lifegdime <
(ii) What is the probabili rate% or‘ nother 5 000 hours given that it is
operation at :
(iii) Also find the varianc

(b) A component has an ex
given that component is

40,000 hours.

1 \'

15,000 hours
e of the fal‘
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FACULTY OF SCIENCE Codo No, 793,

B.Sc. ll-Se :
Semester (CBCS) Examination, May / Jung 2018
Subject : Statlstlcs

Paber — 1+ Prakahility Dis b
Time : 3 Hours aper — 1| : Probab.llity Distributions

PART ~ A (5 x 4 = 20 Marks)
Note - (Short Answer Type)
ote : Answer any FIVE of the following questions,

1 Def'ine»uni.form distribution. Obtain its mean.
-2 Define Ponsspn distribution. State its reproductive property.

3 Froma consignment, 15 record players are selected at random, one by one, z
exam!ned.‘Those gaxamined are not put back. What is the proba’bility th/at 9';" gn.d
examined is the third and the last defective. record
%t]e;t?ntge rr;e%mory les?(garoperty‘of geometric distribution.

an of a normal distribution i 9 @ Ve :
Find the standard deviation. P ?8 I<S§(-)< s;ngles?fg;t/?o vaiios aregrostss tian 10.
6 Obtain the mean and variance of exponentiai distribution.
7 Define Beta distribution of first kind and find its mean.
8 Define Cauchy distribution. Give its applications.

PART — B (4 x 15 = 60 Marks)
(Essay Answer Type)
Note: Answer ali the questions.

its mean and mode.

OR

9 (a) Define Binomial distribution. Derive
Poisson distribution. Also comment on its skewness and

(b) Obtain 31 & (32 for a
kurtosis.
10 (a) Défine hypergeometric distribution. Derive its mean and variance.
OR
(b) Derive Poiséon distribution as a limiting case of negative Binomial distribution.

jon, mean deviation about mean and quartile deviation

11 (a) Derive standard deviat
for normal distribution.
OR

ormal distripution is a limiting case 0
n. Obtain its moment generating function

f Binomial distribution. -

(b) Show thatn
and hence

Define Gamma distributio

find its mean and variance. or
al distribution. Show that the

g function of Exponenti 4
m variaples is @ gamma random variable.

12 (a)

generatin

erive moment
(0) D | rando

sum of exponentla
' oA oo ok ¢
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- COdE" N()
FACULTY OF SCIENCE - 267
B.Sc. ll-Semester (CBCS) Examination, May/ June 2017

Subject : Statistics

Paper - Il : Probability Distributions .
Time : 3 Hours

Max. Marks: 80

Section - A (5x4=20 Marks)
(Short Answer Type)

1 Derive mean for Binomial distribution. .
2 Define Negative Binomial ran
3-~State and prove reproductive
4 Define Geometric random var
&~ Define Rectangular distributio
6 Define Normal distri
¥ What is Exponential
& Define Cauchy distri

dom variable. Derive its m.g.{.

property for Poisson random variables.
iable. State and prove its memor
n. Derive its variance.

bution. Explain its Area property with the help of an example,
distribution? Derive its cumulant generating function. .
bution state and prove its additive property. 1

y-less property,

Section - B (4x15=60 Marks)

(Essay Answer Type)
9 (éfStaiing the assumptions show that-Poisson distribution is a limiting case of
Binomial distribution.

OR -
(0) Dernive cumuiam yeivsraung rahsion

> also comment on skewness and K

for Poieson distibutinn gnd hience find ,&
urtosis of Poisson distribution.

10 (&¥ Define hypergeomet%ié'di'stribution. Sh
to binomial distribution. »

s

ow that hypergeometric distribution tends

OR
(b) Stating the asgsumptions show that Poisson distribution is a limiting case of
negative Binomial distribution.

11 (a) Show that-in case of Normal distribution
S.0.:MD.:SD.::10:12: 15

OR
(b) Define Gamma distribution, Obtain its m.g.f, and hence obtain its mean and
variance,

12 (a) Befine Exponential distribution, Define its h.g.f. and hence find }1& pa. Comment
on the shape of Exponential distribution.
OR
(b) Show Normal distribution as a limiting case of
(i) Binomial distribution
(i) Gamma distribution
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ACULTY OF SCIENCE Code No: .79,
- Semester (Backlog) Examination, Au

33

F
B.A./B.Sc. (CBCS) ||

dust 202,
. Subject: Statistics

aper - [||: iati
Time: 3 Hours P II: Statistical Methods

. PART - A o Marks:
Note: Answer any five questions

Sx4=
1. Define regression ang state the properties of regression co(effic?entzo Maka)
2. Explain the method of least squares. |
3. Define multiple correlation coefficient.
4. Define Yule’s coefficient of association.
S.  Define F-distribution and state its applications.
6. Define: a) Point estimation  b) Interval estimation,
/7. State the asymptotic properties of MLE.
8.

Let X1, X2, .... Xn be a random sample';fror‘ﬁib}»(n,kp), then find the sufficient
estimator for p.

Note: Answer all the questions (4 x 15 = 60 Marks)

9. a) Define correlation and de vethe properties of correlation coefficient.
VR =" OR
b) Derive the normegl;a._gguat'iéns for fitting the power curve using principle of
least squares.. =

10. a) What is consistency of data in attributes? Explain the conditions of
consistency-of data.
o OR
b) Define partial correlation for three variables. In a trivariate distribution,
 r12=0:7, r23 = r31 = 0.5, then find partial correlation coefficient rzs.1and
multiple correlation coefficient R1.23.

11. a) Define t — statistic and distribution. State the properties and applications of
t-distribution.
()[Q . .
b) X1, X2, ..... Xn be a random sample of size ‘n’ from Poisson population with
parameter ‘N’. Find the consistent estimator for ‘A'.

12. a) Explain the method of maximum likelihood estimation.
OR .
b) Let X4, X2, ..... Xn be a random sample of size ‘n’' from normgl po;;\ulatlon
with parameters p and o2, Derive the estimators for y and o2 by the
method of moments.

*kKkk



34 .

Code p
FACULTY OF SCIENCE a6 No. D.g31g,

B.A./ B.Sc. (CBCS) lll Semester (Backlog) Examination, Auguss 20
22

Subject: Statistics

Paper — Il : Statistical Methods and Theory of Estimation
ime: 3 Hours
Tin Max. Maris 80
Note: A ek PART — A
Note: Answer any eight questions. (8
X4 =32 Margs,
] '3}

Explain the concept of two lines of regression.

Define correlation ratio and its necessity of study.
Distinguish between correlation and regression.
Define Partial correlation and write its measures.
Define order of a class and ultimate classes.

Write a short note on independence of attributes.
Define point estimation and interval estimation.
Define F distribution and state its applications.

Explain the concept of consistency with an example.
10 State the asymptotic properties of MLE. ;
11. Derive the method of moment estimator for Bernoulll distribution.
12. State Neymann Factorization theorem ¢ ;

©PNDG SN

PAWEtE

Note: Answer all the questions. (4 x 12 = 48 Marks)

13.(a) Define Spearman’s rank.c :ﬂlre‘latlon and derive its limits.
e (OR)

|ne of Yon X.

(b) Derive the Regressm‘.

14.(a) Define conS|stency of data Give the conditions for consistency of three

attributes.
(OR)

(b) Establish the relatlonshlp between Yule's coefficient of association and
coefﬁCIent of colligation.

5.(a) Deﬂne x2 dlstnbuhon State the properties and applications of t distribution.
(OR)
(b) Explain the characteristics of a good estimator.

s on method of moments. Find the MLE for the parameter A of

16.(a) Write short note
? e of size n. Also find its variance.

Poisson distribution on the basis of sampl
(OR)

(b) Explain confidence interval and hence for a sample of

normal population with mean 95 and SD 12. Find 95%

population mean.

400 observatlons from
confidence [imits for the

KRKK
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Code No. 6318

B.Sc. s FACULTY OF SCIENCE
¢/ B.A. Il Semester (CBCS) Examination, Mare *h 2022

Subject: Statistics
Paper — | : Statistical Methods and Theory of Egt'matmn

Time: 3 Hours
nﬂax.nﬂark3:80

_ PART — A
Note: Answer any eight questions. (8x4=37 M
o Narks)
1. prlam the pnncuple of least squares. ‘ : |
2. What is scatter diagram? Explain. different types of correlatiohs using scatt
Catter

diagram.
Define spearman’s rank correlation. State its properties and apphcatlons

Explain how to analyse categorical data.
Explain multiple correlation coefficient and state its propertles

Define positive association and negative association.

State the properties of t distribution.
Define unbiasedness and consistency of an estlmator with suitable examples.

Explain about interval estimation with an example
1O State the properties.of maximum llkellhood estlmator

11. Explain method of moments.
12. State Neymann Factorization theorem

PART — B _
‘ . (4 x 12 = 48 Marks)

LO-OO-\’.G’_U?_Am

Note: Answer any four questions

13 Derive the normal equat-lons for fitting of a curve of the form
i Y=ab* i Y=aeP

14 Define regression, State and prove its properties
=0.77, r13=0.72 and r3=0.52. Find

15 Exp!ain,_partiel;correlation with an example. If r12
Values of-»R1 23, Rz2.13 and Ra.12.
16 Deﬁne Yule's coefficient of association. Establish the relationship between Yule's
coefficient of association and Yule’s coefficient of colligation.
f F distribution.

17 Define F distribution. State the properties and applications 0

2
18 Derive the relationship between F and X~ distributions
d exponential distributions.

95 and 14054 respectlvely

19 Find the sufficient estimator for binomial an
r X=11795 and N= =50.Find

20 The mean and standard deviation of a population are 17
Find the 95% confidence interval for the maximum erro
the confidence limits for the mean if X=84.

Kkkk
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Code Mg, 14

7 Sikiie

o

8 A/ B.Sc. l-Semester (CBCS) Examination, November / Decormnber 24
or 26714

Sub: Statistics

’ S Paper — fil : Statistical Methods and Theory of Estimation
’.::‘ :;’-‘“’ o -
,‘;T'«me' 2 Hours Max.Marks:25
e PART - A
Note Answer any five quest:ons a (5 x4 =20 Marks)
, i ;;43;3

Denve normal equatlons for second degree parabola.

.;mwme about mterval estimatvan

;‘1;_11_’ _Denve method of momenls estimator for Poxsson Pafame_te" .

(3 x20= 60 Marks)

Denve the formula for Sp@arman s rank correlatlon C{}Eﬂ‘ﬁfﬂ?ﬁt

5 1 k’;»coefﬁment of association (Q) and coihgatlon (Y). Derive the relation

in: conmstency of data Examine consrstency of the: followmg data.

:al dlstnbumﬂ
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Code No, 18075/0/BL

38

FACULTY OF SCIENCE
B.A./ B.Sc. lll Semester (CBCS) Examination, November / Decom,
er ?021

Subject: Statistics
Paper - Ill : (Statistical Methods)

Time: 2 Hours
MaX. Marks: 80

1. Define Spearman's rank correlation and state its properties.

2. Show that two independent variables are uncorrelated.
3. Define patrtial correlation coefficient.

4. What is an association of attributes?

5. Define t-distribution and state its applications.

6. Define: a) unbiasedness b) consistency.

7. State Neyman’s Factorization theorem.. ™

8. State the asymptotic properties of MLE\ |

PART — B
Note: Answer any three questions. (3 x 20 = 60 Marks)
9 Define regression and erivé"th{a ‘brt:)'perties of regression coefficients.

10 Derive the normal equafidn‘s: fdr fitting the curve of the form Y = aePX by using
principle of least squares.

11Define Yule’s coefficient of association and establish the relationship between
Yule's coefficient and coefficient of colligation.

or three variables. In a trivariate distribution, rz = 0.77,

. A . " | . .
12 Define multiple correlation f o ont ri2 and ultiple

rs = 0.72, ras = 0.52, then find the partial correlation coe
correlation coefficient R1.23.

13 Define z* distribution and state its properties and applications.

14 Explain the criteria for a good estimator.

15 Explain the method of moments.
jon with

16 Let X1, X2, -.-- X, be a random sample of size ‘n’ from norma?! population
paraméters y and g2. Derive the sulfficient estimators for y and 0%
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FACULTY OF SCIENCE 10. 1807,
B.Sc./B.A. lil-Semester Examination, July 2021

Subject : Statistics
Paper —Ill : Statistical Methods and Theory of Estimatjq,

Time : 2 Hours
Max, Marks: 80

) PART — A
Answer any five questions. (524220 Mary )
1 Explain the concept of correlation. Give two examples.
2 Define principle of least squares. Derive normal equations for str. Jcb,, line.
3 Derive limits of correlation coefficient r(x, y). ?
4 Define attribute and state the ‘conditions to be verified for consis
data. \ rL'S’ t;’ ‘CY of 3 attributes
5 If Aand B are two independent attributes, the show tha %(,11:%: (DE)
» /' N

6 Examine consistency of the following two attributes data.% '

.N=1000, (A)=600, (B)=500and (AB) 50. &
7 Define Sampling dlstnbutlon and standard erron
8 - What is point estimation?. Explain. Aiso exm&am ’che concept of Bias of an esfimztor.
9 -Define ‘t’ distribution and state its prop;fhes ",

10 Describe method of moments estlmatr@n i ;.
11 Derive maximum likefihood estimator of? Yexponential parameter 0.
12 Derive sufficient estimator of Peisgon Parameter .

{
. RS ;E%ART -B
Answer any three questi%%s. \\ (3x20=60 Marks)
N
13 State and prove pro%ﬁé%fs of regression coefficients.

14 Derive the limi’cs-ig; Spearman’s rank correlation coefficient.

15 Define mdepepdence of attributes. Derive three criterion to establish independence
of a ,nbutes.,ff’

16 Deflneﬂu%tumate frequency in theory of attributes. Given the -following ultimate
frequencies, find the positive class frequencies.
(ABC)=149 (ABy)=738  (ABC)=225 (ABy) =1,196
(«BC)=204 (aBy)=1,762 (yBC)=171 (ofy)=21,842

17 Define the criterion for good estimator.
18 State and prove the relations between t, F and 2 distributions.
" 19 State the properties of maximum Likelihood estimator.

20 Find Maximum Likelihood estimator for mean and variance of normal distribution.

khkAAk



40 ‘ -

FACULTY OF SCIENCE Coda No, goyg
e - Semester (GRES) Examination, OctoberNovomber 2020
) hnh]um, Statlutles
M&\(Mh*ul Mutlmdn
&% \;mt‘wlll (DSQ) e
mw.::mm P!\}“ A(ixbtﬂo Murks) - Max.Marks: go
Note't Answaer any-four quostlons.

1\“..@ om\l\\tu\n Explain daff\\mnt typos ‘of correlation with examples.

Erv m\xt o independant: \;\ummu are unwnulutod but.the Canorso need not be
( l‘{‘

“ofing consistehoy of data. Give. the wndttlons ofconsibtencﬁr&\ Vo vanables
g\mm multiple correlation. L;Ivo the “formulae for tllef'"zz o)t tat(on of multiple

t5 =t

e 0

N

aorrelations.

[#]]

h UHIRRN . R B p\
al Fopulation - b) Fopulation « . ,) F’aramet
Q) Statistic o

Define: LT ‘\\ ¢
_8) Fointe utxmation ~ W) R )awal estlmatlon
< State Neyman's Faotorization Theoren sy

Explain the. mnm,pt of mmn square e\frror\ d blas of an estnmator

d) Random‘sar'nple

(o)}

o

PAR"C“ B (3 X 20 = 60 M‘nrks)
Note: nb orany three questlons.‘

Lefine Sp ewmnn s rank IN,C’“ coeff‘olent and derive nts hmuts
2

10 What is regression Emal)
coefficients.

0
(
v

i State and prove the propertles of regressnon

-—h
—t

Define Yulg coeﬂlcxent of assoclation. Establish the relétibnsl
ceefficignt o :\SSOCIGUOH and coefﬂcient of oolligation.

2 D‘ﬁ xgpartlal correlation for three vanables and give the formulae for the same.
i) INvadrivariate distribution it is found that

¥12= 0.7, ¥13 = 0.61, w23 = 0.4, Find ¥12.3, Y132, ¥23:1.

ip between Yule's

)

13 Defing Fisher's t—dfstribuuon and state Its Properties and applications.

14 What are the crnterta for a good estimator?. Define them,

15 Derive he Sufficient statistics for , and ? ina normal distribution based on a random-
Sample of siza '’ from the same, : -

161) Explain mMethod of moments.
ii).Obtaln 99% confidence intary

al for the Popu|
Population, when g *

ation parameter, in the normal
is known, .

Lt
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FACULTY OF SCIENCE Codo N, 807,
B.Sc. lll — Semester (CBCS) Examination, November / Docomboy 2019

Subject: Statistics
Statistical Methods
Paper ~ Il (DSC)
Time: 3 Hours "
PART - A (5x4 = 20 Marks) ax.Marka: g¢
{Short Answer Type)
- Note: Answer any FIVE of the following questions,
“\What is scatter diagram? Show different types of corelations using seat

1~ .
~5  Explain why two lines of regression exist. tor diagram
Z D;#:: partial association. Give the formulae for computation of partlal association,

a) Attributes ~ b) Positive Assomatmn
c) Negative association d) lndependence\of attnbutes
5 Define: a) Unbiasedness b) Consmtency ;
Give one example for each. N
6 Define sampling distribution and standard etror,
7 Write about Interval estimation. e
8 Explain estimation by method of moments. \

PART - B (4x15 -\60 Marks)
(Essay Answel ‘Type)

e Note: Answer all questlons
;@ve the normal equatlons for flttmg ofa curve of the form:
/y))Y ab* W, Y = ag™
;\;'\\\ \‘.-} \'_"\. O(‘

b) Derive the regression equatlon of XonY.

a) i) Define multlple conelatlon for three variables and give the formulae for the
same. Pl ¥

iy Calculate R1 23, Rg 13 and Raq2 if ¥92 = 0.6; ¥q3 = 0.7; ¥23 = 0.65.
OR

Weﬁne consxstency of data. Give the conditions for consistency of three
utes
[f(A) = 450, (B) = 650; (AB) = 310, N = 1000. Find whether A and B are

dependent or associated.
A:e Chi-square Distribution. Derive the relationship between F and Chi-square
distributions.
OR 1
b) Let X1, X2, ..., X» be a random sample from normal population with mean i anc
variance o*. Show that sample mean is an unblased estimator of population
mean and sample variance is not an unbiased estimator of populatlon variance.

a) State Neyman Factorization Theorem. Find a sufflcient estimator tofth?
parameter A in Poisson distribution based on a random sample of size ' fron

the same.
OR

W the method of maximum likelihood estimation. Obtain MLE fore in
exponential distribution based on a random sample X1, Xz, ..., n from the same.

WANR
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FACULTY OF SCIENCE ode No. 3974

B.Sc. lll-Semester (CBCS) Examination, November / December 2915

Subject : Statistics

Paper - Il : Statistical Methods (Dsc)

Time : 3 Hours

Max, Marks: gg
PART ~ A (5 x 4 = 20 Marks)

(Short Answer Type)
Note : Answer any FIVE of the following questions,

State the principle of least squares.

Define Correlation Ratio and its necessity of study. 5

Write short notes on independence of attributes. g e

Define multiple correlation and write its measure of computation, -

Define Standard error. Write the standard errors for sample mean and variances.

Write about Point estimation. State the properties of chi-square distribution.
State Neymann Pearson Factorization theorem. '

Explain the concept of Mean Square Error of an estimate.

O ~NO O WN -

PART - B (4 x 15 = 60/Marks)
(Essay Answer Type)
Note: Answer«A;L questions.

9 (a) Define Karl Pearson Coeffiéi“ent of Correlation. State and prove its properties.
.. .. OR
(b) Define Regression and'derive the Regression equation of Y on X.

10 (a) State the conditions Ifo'r'-séonsistency of Data for a single attribute A, for two
attributes A and B "‘ang for three attributes A,-B and C.

OR
(b) Find the remaining class frequencies from the following information.

(ABC) = 57, (apy)=8310, (ABy)=281, (aBC)=78, (aBy) = 620 (ABC)=86,
(2BC)=65, (ABy)=453;

11 (a) Deﬁné F — distribution. State its properties and applications.
0]
(b) Explain the characteristics of a good estimator.

12 (a) Write the method of moment estimation, Let X1, X2....Xn be a random sample of

size n drawn from Poisson population with parameter A, estimate the parameter A
using method of moments.
OR .
(b) Obtain the confidence intervals for the parameter 1 based on the sample of size n
drawn from Normal (1, 6% o? is unknown by Pivot method.

HOK 40K K
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SO Ll .

Otie Ho. Y07 1
< 7 ‘:L

g.Sc. (CBCS FATULTY OF SCIEMCE
o ) 1l = Semes . "
emesler (Backloc_;) Pixamination, May [ June 2
N « . < | Ty '.U'H
Subject : STATISTICS ‘

Paper — I
Statistical Methods

tax. tarks : @

Time : 3 hours

Part—A (5§ X4 = 20 Marks)
(Short Answer Type)

Answer any Five of the following questions

1 Egp!ain the principle of leasl squares.
g ggtt;:?;xsp betvl\/een correlation and regression
e formula for the co i inle fiontcdeffic
> R ables. | mputation of multiple COfre|%}.lO%‘COfolCl8nl for three
5 p e

n about_lhe iqdependenoe of attribute
: 'e.!:allonsh;p hetween t and F distribdtions.
Define efficiency of estimalor with an example. %
Degcrlbe the procedure for the method;o‘ff‘?h,]fé?neﬁts for an estimator.
Define the point and interval eslima!io}(s. V”;‘
._3&’3}_(%:;«
pPart — Bd,(4 X 15 =60 parks)
(Eg@;@’?{ﬁnswm Type)

Explai
State the r

@~ O G

Aaf;‘:,\xa};ﬁ_;;.

Answer ALL questions froggft'%  following :
g a) i) Define curve fitting; gfate the norma
y = a+bx. Using lé‘é’s‘fsquares method.

for fitting of second de

iy Derive (¢ nozr,rﬁal equations

| equations for fitting of @ straight line

gree (parabola)

y = aFbxRer
finepal % ' h ici d obtain its limits
b) I Degfine rFPearson’ s correlation coefficient (r) an obtain its imis.
i) Sﬁow that correlation coefficient (r) is independent of change of origin an
it
scale’”
10 a) ! pefine par’ual correlation for three variables and state the formulae for
i o of riz3, [13.2 and rzs, 1.
i) t[?? CEH,pUtQU:Z: -01,31%’ and raa = -0.56. Find the values of r2.3 ris.2 and
1 42 = s h
23.1 OR . .
a. Explain the conditions for the consistency @
G600 ;

Define consistency of dal
data. "
o i nsistency of the fo ‘
it) Exaingigfo be‘(;\ig) = 50, the symbols having

N = 1000 (A) =

owling data : (
al meaning-

their usi

[
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Code Mo. 7070
FACULTY OF SCIENCE
B.Sc. (bBCS) Hl - Semester Examination, December 2017
Subject : STATISTICS
Paper -l
Time : 3 hours Statistical Methods Wi, Marks » 80
Part - A (5 X 4 = 20 Marks)

_ (Short Answer Type
Answer any Five of the following quesxfions(.3 vee)

1 Explain the scattered diagram n i ion.
: am method for measuring the correlation,
2 Explam the concept of two lines of regression. o
3 State the formula for the Computation of a partial correlatiofi:coefficients for three
variables. -
Define i) order of a class ii) Ultimate classes * ™.
Define i) Population parameter and ) Sample statistic with examples,
Define unbiasedness of an estimator with an example.
State the properties of Maximum likelihood estimator.
Define interval estimation, K
Part- B (4 X'15'= 60'Marks)
(Essay Answer Type)
Answer ALL questions from the followirg::"
$ a) i Obtain the formula for spearman’s rank correlation coefficient.
ii) Derive the normal e&c_]u_at'iorj,s;[or fitting of a'curve of the type y = ax®.
et B OR
b) i) Derive the Regressioniline of Y on X,
iiy State and prove the properties of regression coefficients.
10 a) i) Define multipl’e\"*c:\grrelation with an example for three variables and state the

formula for Ry 23, Rz.13 and Ry s2.
ll) If rip = O.77;?~4’r13 =0.72 and ry3 = 0.52. Find the values of Ri23 Raisand

O N

Ra.12."%,
LA % O R

N o , o (
b) i)-"“‘Dé‘fi,rié"-‘gosltlve association, negative association and independence of

i attributes. N o
ii)"‘ Deérive the relationship between Yule's coefficient of association and

coefficient of colligation.
i) Define sampling distribution of a statistic and standard error.

11 a) d et
i) Define x? - distribution. State its properties and applications.
OR
b) i) Define consistency and sufficiency with examples.

ii) State and prove sufficient conditions for consistency.

j Neyman’s Factorization theo‘rem. S
e :1)) ?’tierlmtdethe)gufﬁcient estimator for @ in case of exponential distribution.

OR

' i method of MLE.
° l,l)) fgﬁzletlfllnetm.[i for the parameter A of Poisson distribution on the basis of

»a n. Also find its variance.
sample of size riance
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Code No. D-6418

FACULTY OF SCIENCE
B.A./ B.
Sc. (CBCS) IV - Semester (Regular & Backlog) Examination,
June / July 2022

Subject: Statistics

Time: 3 Hours Paper - |V: statistical Inference Mox. Marke: 80
ax. Marks:

. _ PART - A
Note: Answer any eight questions. (8 x 4 =32 Marks)

1. Explain the steps in testing of hypothesis.

geﬂlne null and alternate hypothesis. Give one example for each.’
foﬁpethone tailed and two tailed tests and define test functions. Give one example
State the distributions of different order statistics.

Describe the test procedure for large sample test.

Explain Fishers Z-transformation for a population correlation coefficient.
Describe students t-test for single mean.

Explain x*— test for goodness of fit. :

Describe small sample test for significance of sample correlation coefficient.
10 State advantages of nonparametric tests. . ..

11. Explain about use of central limit theorem in testing

12. Describe one sample sign test.

@

© 0N O A

PART - B
Note: Answer all the questlons i (4 x 12 = 48 Marks)

13.(a) State and prove Neyman = Pearsons lemma for randomised tests.
N (3]
Xn be a random sample of size ‘n’ from a binomial population. Find

(b) Let X1, Xa.....
region for testing Ho:  p > Lo against Hi: p > p, at a % level of

the best critical

significance. |
14.(a) Explain iarge sample test procedure for difference of standard deviations.
(OR)

(b) Expiain iarge sample test procedure for difference of population proportions.

15. (a) Derive 2 — test statistic for testing the independence of attributes in 2xk
ngency table.
contingency (OR)

(b) Explain t-test procedure for testing the two independent and dependent
samples.

16.(a) Explain about different measure

ment of scale. Give two examples for each.

(OR)
lain in detail about Wald Wolfowitz run test proce

le apprOleatlonS

dures along with ties and

(b) Exp
large samp

khkk
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Code No. D-7656

FACULTY OF SCIENCE
B.A./B.Sc. (CBCS) |v Semester (Backlog) Examination, June / July 2022

Subject: Statistics
Times 3 Holts Paper — IV: Inference P——
Note: A ) PART - A
: Answer any five questions. ' (5 x 4 = 20 Marks)

1. Define one tailed and two tailed tests, level of significance and power of a test.

Give one example for each. : >
Define type | and type Il errors, null and alternate hypothesis.: Give two examples

for each.
Describe large sample test for single mean.

Define order statistic and state their distributions.

N

Explain t-test for paired observations.
Explain x2- test for goodness of fit.

Describe one sample run test.
Describe Wilcoxon-signed rank test for one sample.

© N O o s~ ow»

 PART-B
(4 x 15 = 60 Marks)

Note: Answer all the questiops.{?_:\ o |
9. (a) State and prove Neyma_t;‘m-P‘éarson Lemma.
S (OR)

X be arrandom sample drawn from exponen
e the best critical region for testing
56> 0, at a% level of significance.

(b) Let X1, Xz,... tial population with
parameter 6. Deriv
H,:0=0 againt H,

procedure for difference of proportions.

(OR)

10.(a) De,scribe;thé large sample test
pla‘lﬁ'test tor difference of correlation coefficien

(b) Ex ts Using Fisher's Z-
transformation. |
11.(a) Derive the X 2 _test statistic for independence of attributes in 2x2 contingency

ble.
table (OR)

e of attributes in an r x s contingency table.

(b) Explain tests for independenc

12. (a) Describe Wald-Wolfowitz runs test for small samples along with large sample
approximation. OR)

/0 B o

kkkN
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Code No. 9776

FACULTY OF SCIENCE
B.Sc. IV Semester (CBCS) Examination, January | February 2021

Subject : Statistics

. Paper —~ IV — Inference
Time : 2 Hours ¥ Max. Marks: 80

PART - A
Note: Answer any four questions. (4 x 5 =20 Marks)

A S

Give one example for each. v

/flﬁ’ine null-hypothesis and alternate hypothesis, critical regior,‘@\n&ﬁgwer of test.

2 Define randomized and non-randomized test functions. G’:I;Vé;?:[WO. examples for

Saen. b B
i ) L : N 174
l%i;be large sample test for single proposition.
4 Explain Fisher's z-transformations for two samples and associated test

procedure. .
5 Explain t-test for single mean. S
/6/Explain 72 — test for 2x2 contingency table*forindependence of attributes.
7 ain use of central limit theorem in%gfstiqg. Give two examples.
_ 8 Describe one sample sign test.

~

, % (3 x 20 = 60 Marks)
S J% g
> eramatars. bt  npe %?:fﬁé)”dom sample from poisson population with

parameter M. Obtain thé:pest critical region for testing #, : 1 = 4, against

Note: An7wer any th reg;,,qz_ﬁ

H, : 2.0 at a% Jevel of significance.

/@/ﬁ/ and proye Neyman — Pearson lemma.
jﬂézm;’cﬁﬁe&laf@e sample test procedure for difference of standard deviations.
< 1 /E‘fp)’fléin\:‘fh‘_étféi?ge sample test procedure for difference of means. |
/g Deé‘érjbe'gfhe test procedures based on Snedecor’s F-distribution for homogeneity
ul tion variances and y 2_ test procedure for population variance.

ient based on students

of popula .
14 Explain the test procedures for sample correlation coeffic

t-distribution and paired t-test. -
15 Explain two sample signed rank test for small samples along with its large sample

approximation. Compare the same with sign test.
16 (i) Describe Mann-Whitney u-test for small samples. Also give its large sample

approximation.

(i) Compare parametric and non-parametric test.

Kk ok



Code No. 18125/N

FACULTY OF SCIENCE
B.A./B.Sc. IV Semester (CBCS) Examination, September/October 2021

Subject: Statistics

. Paper - tistical Inference
Time: 2 Hours P v: Statls Max. Marks: 80

i ] PART — A
Note: Answer any five questions. (5 x 4 = 20 Marks)

1 Defi}ne randomised and non-randomised test functions. Give one example for
each

Define two types of errors, level of significance and power of a test.
EXxplain steps involved in testing of hypothesis.

Define order statistics. Give two examples.

Describe the test procedure for large sample test for smgle ‘mean.
Explain Fisher's Z-transformation for one sample.

Explain small sample test for population variance.

Explain Snedecor’s F-test for equality of populatlon variances.
Explain t-test for dependent samples. . ..

10 Write about ordinal and ratio scales. Give two examples for each.
11 Explain about one sample run test.

12 State advantages and dlsadvantages of non parametrlc tests.

O 00~k WN

PART B |
Note: Answer any three questlons : (3 x 20 = 60 Marks)

13 State and prove Neyman-Pearson s ‘lemma‘ for randomised tests.

14 Let x1, X2,...%Xn be a random sample of size ‘n’ from an exponential population.
Derive the best critical region for testing Ho: ©=60 against H1 : 6<6, at a% level of

significance.

15 Exp;l’ein iar\ge'y"sample test procedure for testing difference of means.
16 Explein /Fisher’s 7-transformation for two population correlation coefficients.

17 Derive zz— test statistic in test for independence of attributes for a 2x2

contingences table.

18 Explain t-test procedure for (a) two independent samples and (b) sample
correlation coefficient. |

19 Explain in detail about sign test and signed rank test for two samples.

20 Explain about median test and Mann-Whitney U-test procedures with ties and

S.
large sample approx1matlon -



Code 'N'o. 7116

| FACULTY OF SCIENCE
B.Se ijV'SGll\oster (CBCS) Examindion, May / June 2018
| Subject: Statisiivs

7

l| .
’[ Paper ~ 1V /
. i Inference
Time: 3 Hours 7{ Miax.Marks: 80
| PART — A (5x4 = 2t tlaiks) ’ ;
. | [Short Answer "3 pe) ’ 4
@ N:Ste Answer any five of the inllowing questions. ;
Explain two type$ of error in testing of hypolhest: 53 g9 "{
A2~ Explain about noh -randomized test. !
. i(
3 Describe the Iar;e sample test procedure for diiferaice | of s%idard deviations.
4 Explain FiShel‘SlZ-transformatxon for population corr elatvep coefficient.
5. Explain thek’z(C"hl-square) test for goodness of Fit.
6 Explain about F fest for equality of populanon Vi ariarices.
@ Discuss advanta g';es and disadvantag sofmo; warametric tests.
8 Describe nomin al ordinal, interval and»,ratlo Ser
i
I n‘*‘* B (4x15 = 6 Marks)
say Answer 7 pej
Note Il questlons froxm the followmg
A fState and pr 3 Pearson Lemm .
b) Let P be the‘lprobablhty that a coin wnn fall hearl in a single toss in ‘order to test %
agaﬁst Hip = % The coin is lossad 5 times and Hj is rejected if more »
| Error and power of the

Iare obtained. Find the protiai lity of Type

T

| :
'the test of significance of differcnce of proportions for large samples.
éjays to maturity were recordi<l in two varieties of a pulse crop.

é whether two means are anmm anily dnfferenl

I n_| Meal Al

fg‘! Variety A | 60 co 820

li Varlety B[ 65| 65 | 11.13
OR

iy Define orJer statistics and state their cisiibutions,
J}'l test procedure and its purpos: fo" two sample case.

b)
))/Explam r

iiy Data on
Determm

r<




,j:
52 j

|
11@Deseribe the|x * -test for independence of attributes gnq X’

Code No. 7116
-

-test for specified

variance. h
OR ]
b) Explain; ‘ ;
) t—test fo'p difference of means ¥ _ )
it test fof specified mean. | /;
Ve * . il ’I ‘
12 a)A) Explain g e Median Test procedure. : ’

) Describetest procedure for Wilcoxon-Mann-Whitney U
‘ OR

b) ) Explain Wilcoxon — Signed Rank Test for paired g % ; ES Y /
i} Describe|the test procedure for sign test, %l‘ : [\ f

i

4
H
;
i3
i

]
|
}

— e

4 L
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Code No. 6518

54 FACULTY OF SCIENCE
B.Sc. /B.A. V Semester (CBGS) Examination, March 2022

Subject: Statistics
Paper ~ V - A: Applied Statistics - |
Time: 3 Hours Max. Marks: 80

' PART - A
Note: Answer any eight questions. - (8 x 4 = 32 Marks)

1 Explain sampling errors. ’

Define parameter, sampling unit, sample frame and standard error.

Show that in SRSWOR, the probability of selecting a specified unitof the population
at any given draw is equal to the probability selecting it at the first draw.

Find Var(3,)Under proportional allocation.

Write the Advantages and disadvantages of Stratified rand
Explain the methods of drawing simple random sample
Explain the additive and multiplicative models. _
Explain the Fitting of Gompertz curve. g '

- Write the merits and demerits of Link relative method.

10 Distinguish between Assigriable causes and chance causes.
11 Explain the importance of SQC in industry. - '
12 Explain the construction of U-chart.

~"PART-B
Note: Answer any four questiqns. '

w N

om sampling.

(e BNeBEN e W3, ~

(4 x 12 = 48 Marks)

13 Explain the prinéipal stejps,_ of é'sample survey. :

14 Distinguish between ‘SRSWOR and SRSWR. Show that Sample mean square is
an unbiased estimate of population mean square

15 Show that - Var (Z, Jon < Var ()., SVar (3,);-

16 Define systefnatic sampling. Obtain the sampling variance of the mean under
systematic sampling and compare with variance under SRSWOR.

17 What is Time series? What are the components of Time series? Explain with
examples, '

18 Explain the fitting of Modified Exponential Curve by the method of three selected
points. :

19 Explain the construction of X and R charts in detail and what purpose they serve.

20 Explain the construction of p chart for fixed sample size and varying sample sizes.

Kkkk



Code No. D-6518/BL

FACULTY OF SCIENCE
B.Sc./B.A. (CBCS) V Semester (Backlog) Examination, June / July 2022
Subject: Statistics
Paper—V — A : Applied Statistics — |
Time: 3 Hours Max. Marks: 80
PART — A
(8 x 4 = 32 Marks)

Note: Answer any eight questions.

1. Distinguish between census survey and sample survey.
In SRSWOR, show that the Sample mean is an unbiased estimate of population

2.
mean?

3. Show that in SRSWOR, the probability of selecting a specified unit of the
population at any given draw is equal to the probability selectlng lt at the first
draw.

4. Find Var( ) under optimum allocation.

5. Write the advantages and disadvantages of systematic samplmg

6. Explain the methods of drawing simple random sample.

7. Explain the method of moving averages ;

8. Explain the Fitting of Gompertz curve.

9. Write the merits and demerits of Ratio to trend method

10. Distinguish between process control and product control
11. Explain the importance of SQC in mdustry’7
12. Write the applications of C — chart Ty B

PART-B |
Note: Answer all the questions. .. ! (4 x 12 = 48 Marks)
13.(a) Explain the principal s’te'ps of-a sample survey.
iy |y (OR) - :
- (b) Distinguish between SRSWOR and SRSWR Find the variance of sample
mean under SRSWOR and compare with SRSWR.
14.(a) Explain the purpose of stratification in sample surveys. Show that it is

minimum for fixed total size of the sample.
(OR) |

(b) Compare the simple random sampling, stratified random sampling and
_ systematlc sampling methods when the populatlon consists a linear trend.
15. (a) What do you understand by the seasonal variation in a time series? Explain
the link relative method of computing the indices of seasonal variation.
(OR)
(b) Explain the fitting of Modified Exponential Curve by the method of three

selected Points.
16.(a) Explain the construction of control charts in detail and what purpose they

serve? ,
(OR) -
(b) Explain the construction of np chart for fixed sample size and stabilized np

chart for varying sample sizes.
A Kk ok
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. Code No. D-7717
FACULTY OF SCIENCE
B.Sc. (CBCSs) Vv Semester Examination, June / July 2022

Subject: Statistics
Paper -V Sampling Theory, Time Series, Index Numbers and Demand

Analysis
Time: 3 Hours Max. Marks: 60

] i PART — A
Note: Answer any five questions. (5 x 3 = 15 Marks)

1. Define Probability Sampling

2. Define SRS (i) with replacement (i) without replacement

3. Show that in SRSWOR sample mean in as unbiased estimator of population
mean. : o

4. Define Optimum Allocation o

5. A Population Consists of N=nk units. Explain the procedure to Obtain a
Systematic sample of Size n from this Population. A

6. Explain the Procedure of determining {nzend'-i_-bymbving average method.

7. The Demand curve and the Supply curve of'a Commodity are given by
d=19-3p-p?and S = 5P-1. Find the equilibrium Price and Quantity exchanged.

8. Define Quantity Index number;,”

" _ PART-B .
Note: Answer all the questions. (3 x 15 = 45 Marks)

9. (a) Discuss brieﬂy thﬁe "Ba"sic Principle Steps of a. Sample Survey.
| (OR)
(b) Show that in SRSWOR the sample mean square is an unbiased estimator of
population mean square.

10 (a)a"ﬁExbléi’n the Neyman allocation method in stratified random sampling.
' : (OR) o

(b) Explain Ration to Trend method of Computihg the Indices of seasonal
variation, Also Give its merits and demerits. »

11. (a) What is meant by a Demand Function? Discuss Pigou’s Method of deriving

Demand curves from Time Series data.
(OR)
(b) Explain the Mathematical Tests for an Ideal Index Number. lllustrate these
w.r.t. Fisher's Ideal Index number. : .

k ok ok
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’ Code No. 18192/BL

FACULTY OF SCIENCE
B.Sc. V - Semester (CBCS) Examination, November / December 2021

Subject: Statistics
Paper -V —(DSC) : Sampling Theory, Time Series, Index Numbers and

Demand Analysis
Time: 2 Hours Max. Marks: 60

: PART - A 7 ,
Note: Answer any four questions. (4.x 5 = 20:Marks)

1 Write about the Principles of Sample Surveys.

2 Define simple random sampling procedure under with andgzwit""' o"Ut-;replacement
situation.

3 Define optimum allocation procedure
4 Write about irregular components

5 Describe the procedure to find relative efficiency of sfystemétic sampling over
simple random sampling without replacement:. -

6 Explain about price elasticity of demand . ‘
7 Explain about Forward and Backward splicing,
8 Explain about unite test and circular test
.. PART-B’ -
Note: Answer any two questi'gﬁs. | ' {2 x 20 = 40 Marks)

9 Describe advantages ofsamplesurveys against census surveys. .

10 In SRSWOR, show that'z"s‘émple.méan squa?’e is”ah unbiased estimate of the
population mean sq’uére, | ’

11 Define Stratified ;andbm sampling procedure show that

v - s o L SPST 11
OEG,)= T and V(G 3B (LL)

12 Describe Logistic Curve fitting and its properties. .
13 Explain Pigou’s method for estimating demand in time series data.
14 Define Fisher’s ideal index number. Show that it satisfies Time reversal and

Factor reversal tests.
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58 Code No. 18192

FACULTY OF SCIENCE
B. Sc. v. Semester (CBCS) Examination, July 2021
Subject: Statistics

Paper: V(DSC): Sampling Theoty, Time Series, Index Numbers and Demand Analysis
Time: 2 Hours Max. Marks: 60

PART — A
(4 x 5 = 20 Marks)

Note: Answer any four questions.
Define parameter, statistic and standard error. e

: ) . ‘ '-a;zs
Explain what are called non-sampling errors and state their sofg’rcgvs%}
Describe stratified random sampling procedure with an exampjés,

Define Time Series. Explain about additive and multiplicat@@%mod?‘éls of time

D OLWON -

series. EJ\ %
Explain about cyclic variations. Q%%
Explain about price elasticity of supply.

‘Explain Time reversal and factor reversal tests. &

Define chain base and fixed base indices andqiheir interrelation.

|  PARTEB%
Note: Answer any two questions.. .t Qg} + (2x 20 = 40 Marks) -

9 Explain about principle Ste‘ps-‘o_fﬁl‘s%mple surveys.
10 In SRSWOR show that Varigné%oﬁamplemean is given by
R N ;

s
|

O~ W,

n ;fb;N L < . N ‘

11 Define systematic sarr:’pgng p‘ro¢edure. If » sys is the mean of systematic
sampling, then show that

R TNl @bk,

12 Explain link relatives method to ﬁnd seasonal indices alohg with merits and
demerits. ‘

13 Derive curve of concentration in demand analysis.

14 Defina rnet nf livina inday niimhar Euvialaie . —_ .



Code No. 8192

FACULTY OF SCIENCE
B.Sc. V — Semester (GBGS) Examination, October /N

Subject: Statistics (Sampling Theory, Timo Series,
Index Number~ and Demand Analysis)

ovember 2020

Papor =V Max.Marks: 60

Time: 2 Hours

DN O LWN =~

10

11

12

13

14

PART - A (4 x 5 = 20 Marks)
Note : Answer any four questions.

Define sample. What are its limitations?
What are mixed sampling methods?

What is a time series? Name its components.
Define systematic sampling procedure.

What is whole sale price index? Give an example. &
Explain about demand and supply curves. T,
Explain factor reversal test. .

Write about mixed models of time series. . ¢

“\

PART -B (2x20 40 Marks)
Note Answer‘any two questlons
1

Give advantages of sampllng over census

& "'1

b
In SRSWR show that ?sarp‘ e .mean is unblased estimator of population mean

and derive its vanance Qi ’\\

Explain stratified; (ando : :sampllng procedure Prove that V() is minimum for

fixed total sample snze "nif i« NS

Explamgmodlﬂed exponential curve and its flttlng by partial sums method.

Explam Leontlefs method for estimating demand curve, stating assumptions.

Explajn various methods of welghted prlce mdlces

L1333
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Code No. 8192
FACULTY OF SCIENCE
B.Sc. V — Semester (CBCS) Examination, November / December 2019

Subject: Statistics

Sampling Theory, Time Series,
Index Numbers and Demand Analysis

Paper -V
Time: 3 Hours P Max.Marks: 60
PART — A (5x3 = 15 Marks)

(Short Answer Type)
Note: Answer any FIVE of the following questions. Each questioncarries 3 marks.

N e

- Wirite about principles of sampling
2 What is subjective sampling? Explain. Give an example.
3 Define stratified random sampling.
4~ Explain about growth curves.
j/Wha‘c are Index Numbers? State their uses.
6 Define the terms Demand, Supply and Price elastlcm( of demand

v
{

ilf-\\

0o
Ho

'\/

7~ Explain time reversal test. 4
8 Explain additive model of time series. .
PART - B (3x15%.45 Marks)
(Essay Ane' jer Type)

Note: Answer all the following three questlons ‘Each question carries 15 marks.

/9/ a) Where sampling and non sampllng errors. Write about sources of the same.
' OR

b) In SRSWOR, show: that sample mean square is an unbiased estimator for
population mean square Y

(}O/a) Define systematlc samplmg procedure. Prove that

: k183vm[1 + (n-1) Pwst] |

Jb)/ Exp!aln llnk 'relatives procedure for determlnatlon of seasonal indicies.

V( y sys)/ &

W a) Explaln Pigou’s method for estimating demand function, stating assumptions.

Also mention its limitations.
OR

}fj Explain base shifting, forward and backward splicing procedures with examples.

LT
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Code No. 3190

B.Se. VS FACULTY OF SCIENCE
T emester (CBCS) Examination, November / December 2018

Subject : Statistics

Paper—V (DSC) : Sampling Theory, Time Series, Index Numbers and Demand

| _ Analysis
Time : 3 Hours , Max. Marks: 60
PART — A (3 x 5 = 15 Marks)
(Short Answer Type)
Note : Answer any FIVE of the following questions.
‘ ,
A" Define Sampling unit and sampling frame.: 2 . ;{ e
2 Explain probability sampling. </ : K
‘b {7 3,‘

/8” Explain about proportional allocation. b

Explain about Random fluctuations in Time Series dat
Distinguish between Complementary and competltlve c:%'nodmes
What is Giffen’s paradox?
Explain chain base Index Numbers. * N
Explain the multiplicative and mixed mode Ei”‘lé{me series data.

<§

SN 01 A

;‘rms‘

PART - B (3 5% 45 Marks)
(Essay Answer Type)
Note: Answer ALL questions.

9 (a). Dlstmgmsh between squf}lng émd non sampllng errors. Give the sources of Non
sampling errors. : .

(b) Define SRSWOR nd%RSWR Show hat in SRSWOR the probability of
selecting a speCIﬁemunlt of the populatlon at any given draw is equal to the

probablhty of eéglectmg it at the f' rst draw.

10 (a) Whai are ‘the seasonal variations? Explain Ratio to Trend method of calculating
seasonalg}natlons Also give its merits and demerits.

’ﬁ& ({?f'} S . -OR :

Cost function. With a cost furiction C = a + Zncann prove that the variance

) Defing
\“/, of the estlmated mean y,, is minimum when ny is proportlonal to N,S, /JC, -

11 (‘a) Describe | eontief's method of estlmatmg price elasticity of demand for time

series data and its limitations.,
OR

nt by (i) Base shifting (ii) Deflating (iii) Splicing of Index Numbers?

/('6 ) What is mea
rate.

Explain and illust
EET LT
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Code No. 18193/BL

FACULTY OF SCIENCE
B. Sc. V- Semester (CBCS) Examination, November / December 2021
Subject: Statistics (Statistical Quality Control and Reliahility)

Paper - VI-A: (DSE-2E)
Time: 2 Hours Max. Marks: 60

PART - A .
Note: Answer any four questions. (4 x 5 =20 Marks)

-

Explain Process Control and Product Control

Derive Stabilized Control Chart for nP Chart

Give applications of C-Chart _7 -

What is Quality? Explain what is meant by,,‘..Qu.élit-y of material and manpower
Define Process Capability Index

Describe Single Sampling Plan Procedu_ne,.»sz*'

Define AQL and LTPD

Define Parallel System. Giy?éa..,txA}ov-exémples

0 N oo N wN

PART - B
Note: Answer any two questions. (2 x 20 = 40 Marks)

9 Define Control Chart. Explain Statistical basis of Control Charts.

10 Derive Controf limits for X and o charts.

11 Derive modified Control Charts.

12 Derive Control limits for C-Chart and U-Chart.
13 Write about different types of OC - Curves.

14 Show that if failure density is exponential its hazard rate is constant.

KoE ok
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64 Code No. 18193

FACULTY OF SCIENCE
B. Sc. V -Semester (CBCS) Examination, July 2021

Subject: Statistics (Statistical Quality Control and Reliability)

Paper—VI—A (DSE ~ 1E)
Time: 2 Hours Max. Marks: 60

PART — A
(4 x 5 = 20 Marks)

Note: Answer any four questions.
Explain about causes of variation. ‘ i,
Explain stabilized P-chart. "“ﬂ J} .
What are Natural tolerance limits and specification limits. %, st
Explain about quality of machinery and management. 5@, %
Explain interpretation of C-chart. N
Define Producers risk and consumer’s risk. 2"’%
Define hazard function and system Reliability. ®
Define series system. Give two examples.

Qe
=

PN WN

Note: Answer any two questions. - (2 x 20 = 40 Marks)

9 What is quality? Give uses of SQC.

7%

11 Derive modified controll mlts\“\

umber of defects and give applications of the same.

. .« s - 4 =N .
10 Derive control limits for x Enﬁg cﬁ}-’alcs.

12 Derive control llmltstOQE

13 Describe parallel <:system Derive its reliability under different cases.

14 Design é{ngle;’f .ampling plan for attributes with given specifications a, B, AQL

and 2T P\{exj

/;’ * k *

g
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Code No. 8193
FACULTY OF SCIENCE

B.Sc. V ~ Semester Examination, November 2020

Subject; Statistics
Statistical Quality Control and Reliability

' Paper: VI - A (DSE E - 1)
Time: 2 Hours Max.Marks: 60
PART = A (4 x 5 = 20 Marks)

Note : Answer any four questions.

Explain the meaning and concept of rehabmty
List the advantages of reliablllty program. %
-
PART - B (2 x 20 40)Marks)
Note : Answer/nytwa“questions.

g

1 VVhat is Schewart Control Charts?

2 Write about dimensions of quality

3 Explain about process capability index

4 \Write about interpretation of C-Chart Ay m

5 ‘What are natural tolerance limits and specnflcatxons Ixmlts'? ﬂ,&*
6 Define Producers Risk and Consumer'sRisk: " \'\‘3%

7 .

8

{4

9 Give the importance of statistical quality'gantrol in Industry. What are the contral

g

charts for attributes? 3
limits fo/fm Ch*‘Tt when sample size is varying
rxd

orn Apber of defects per unit. State its applications.

10 Derive the control

11 Derive control Iimntsbf

12 Derive modified controlﬁmlts.

i | its OC and ASN
in degTQ;ng of single sampling plan and construction of its OC an

13 Explai
function@‘n%
\\/al tast conducted on 100 cards boxes for thelr strength under impact
14 In g,su
loadmgf‘} ~macts | 20| 22] 24126 20 (32363440
711015 | 14| 15]13[13] 8 | 5

No of boxes falled |
ability.

lure densuty, fallure rate and relia

compute the fai

vokhkRk
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Time : 3 Hours
(Short Answer Type)

1
2
3
4
5
6
7
8

10

Code No. 3191

FACULTY OF SCIENCE
B.Sc. V-Semester (CBCS) Examination, November / December 2018

Subject : Statistics (Statistical Quality Control and Reliability)

Paper — VI (A) (DSE E—1I) »
Max. Marks: 60

PART — A (5 x 3 =15 Marks)

Note : Answer any FIVE of the following questions.
7,

What is the importance of SQC in industry?
Give the statistical basis of control charts.
What is c-chart and how do you interpret it?
What is the process capability index? s
Derive the reliability function in terms of hazard rate. g’?‘?’*%,,
Explain the concept of memory less property.-

d AT1.

What are Rectifying Inspection plans?
Describe a single sampling plan. Give its ASN;:m

PART B (3;(«15 %5 Ma)rks)
r Type
questions.

(Essay Ans
. Note: Answergl.u.
(&) What are control charts? HGW»dO you construct mean and range charts?
ﬁ“*g? % OR
F81 chart for number of defectives in cases of

(b) How do you construct cor
(i) fixed sample s:zemd (“ variable sample size.
chaﬁ r%yanable sample size to the followmg data and state whether

der statistical quality control. .
516 ] 7 ] 8] 9 |10
120 | 155 | 145

(a) Construct c-
1 [ 2] 3] 4
1125 | 145 | 140
11 15 | 12

the process is un
&

11

|
[110] 125115 [ 115
14 | 3 | 14

[ 15 | 14 | 13 | 17
OR

Nda_ a
(b) Defne (1) Natural tolerance limits ; (ii) specification llmlts and (iii) Modn‘”ed control

charts.
What is double sampling plan? Explain its OC curve.
OR

(a)
(b) Explain parallel and series configuration of a system. Also derive their system

reliability.

sk ok sk e ke
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Code No: D-6620

B FACULTY OF SCIENCE
-A.1B. Sc. (CBCS) VI - Semester Examination, June / July 2022

Subject: STATISTICS

. Paper — VI-A : Applied Statistics - |l
Time: 3 Hours P -A PP Max. Marks: 80

PART — A
Note: Answer any eight questions. (8 x 4 =32 Marks)

E_xplaln the concept of gauss mark off linear model. _
Fln‘d the expectation of error sum of squares in two way classification.
Write the statistical analysis of CRD? :
Explain replication and local control.
Write the ANOVA table of LSD.

Explafn the concept of critical difference.
Explain the uses of vital statistics.
Explain Standardised death rates.

. Explain the abridged Life table.

10. Explain the functions of NSSO. S
11. Why Fisher’s index is called Ideal? Explain .
12. Explain Splicing.

CIAINOIGO AN

~

Note: Answer all the questions.. (4 x 12 = 48 Marks)

13. a) Explain the Analysis of \Zatiéh'cef"of Two Way classification.
- "% (OR).
b) Find the Expectation:of.Treatment and Error sum of Squares in one-way
Classification. N \

14. a) Find the Efficiency of RBD over CRD.
Sl (OR) .
b) How ‘do you; estimate the missing observation in LSD? Give its statistical

Analysis. ©

15. a) Explain different types of Fertility rates.
| (OR) |
b) What is Complete Life Table? Describe Various Components of a Life Table.

istinguish between fixed base and chain base index numbers .From the fixed

e index numbers given below ,construct chain base index numbers.
= Year © 2003 2004 2005 2006 2007 2008

16.a) D
b

Fixed Base index : 94 98 102 95 98 100
| (OR) |
Define Cost of Living Index Numbers. Describe various methods of its

b . .
: computation Also give its uses.

Kk
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Code No. 18314

FACULTY OF SCIENCE |
B.Sc. VI Semester (CBCS) Examination, July 2021

Subject: Statistics (Design of Experiments, Vital Statistics, Official Statistics and
Business Forecasting)
Paper: VII DSC

Time: 2 Hours Max. Marks: 60

PART — A

Notfe: Answer any four questions. (4 x 5 =20 Marks)
State Gauss-Markov of theorem.
Define Completely Randomized Design. Write its merits and demerits.
Define Latin Square Design (LSD). Write 4x4 Latin square. - :
State the functions of CSO. :

Discuss the role of forecasting in Business. ,

Write the assumptions and uses of life table. '

Define Gross Reproduction Rate (GRR) and Net Reproduction Rate (NRR).
Define Crude Birth Rate. Write its merits and demerits.

O~NO® U WN

PART,-T'B"' S
Note: Answer any two questions. i (2 x 20 = 40 Marks)
9 State the assumptions, explain‘_t_he ana.lj'/Si's"tcA)f variance for One-way classified data.
10 Write the complete analysis;:,Qf"‘Rgpdomized Block Design (RBD).

11 How can you estimate tlfﬁe.missing observation (one) in LSD, then write is ANOVA?

12 What is NSSO? What ~ére its functions and explain how NSSO helps the government

of India in evaluating economic status from time to time?
p

13 Define and explaivn various measures of Mortality's Rates.

14 What is ‘populétion growth measure? Explain different population growth measures.

KKKk
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7 O Code No. 8314
B.Sc. VléSemesterJ('CBCS) £xamination, September /-October 2020

Subject : Statistics (Design of Experiments, Vital'Statistics, Official Statistics and
Business Forecasting)

‘Paper — VIl DSC
Time : 2 Bours ap Max. Marks : 60
PART — A
Note: Answer any four questions. {4x5=20 Marks)

1 Define Birth rate and Age spesific birth rate.
2 Explain the advantages of Randomised blocked-design (RBD).
3 State-Cochran’s theorem:Give its applications. » )
4 Wirite the formulae for one ‘missing observation in Latin SaATe, design (LSD) and
explain them. LY, zs.,«;»?";
5 Explain the assumptions in life Table. ey B, 4}
6 ‘Explain the steps in Forecasting. él jf"/
7 Explain about Agricultural statistics in-brief. et
8 Define standardized death rates. Why do we need them?
AN
PART%,B 'y
5, Nl (2x20=40 Marks)

Note: Answer any two questions. , ‘
9 £xpiain analysis-of ANOVA for two wag({cla}éiﬁcaﬁon and stating the assumptions.

10 Write in detail about principles of Experimentation.

11 Write a detailed notes on«f;eﬁtﬁ%;g?’t‘isﬁcal organization (CSO).

12 ‘Estimate the missing va%::;in a Randomized Blocked design (RBD) and state the
differences in its .anag?sis When compared4o complete BRD.

: % ' . . .
13 Write a detajled ?’rfxgtes on population growth and how it-can be measured? Explain.
4 3 :

“hkkkk

14 Define éaﬁﬁ’ég?'e’rﬁ}ity rates and give suitable examples.
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Code No. 3321/BL.

FACULTY OF SCIENCE
B.Sc. Vi-Semester (CBCS) (Instant) Examination, September | October 2019

Subject statisfics
Paper — VIl (DSC) : Design of Experiments, Vital Statistics, Official Statistics and
. Business Forecasting
Time : 3 Hours Max. Marks: 60
PART - A (6 » & = 156 Marks)
(Short Answer Type) ' . ‘
- Note : Answer any FIVE «f the Tollowing questions.

Assumptions for ANOVA Test.

Statement of Cochran’s Theorerm. o
Write any two applications of Designs of experiments. .
Uses of National Income ‘
Sources of vital statistics

Pearl's vital Index

Functions of CSO

Role of forecasting in Business

D ND OB WN =

PART - B (3% 15.= 46 Marks)
o (Essay Answer Type)
Note: Answer Al L from the questions.

9 (a) What are the principles of Desig;%s of experiments? Explain them in detail.
: A R o S
(b) State the mathematical model used in Analysis of variance in a two-way
classification, hence obtain the expectations of various sum of squares two-way

classification.

10 (a) How is the efficiency of a Design measured? Derive the expressions to measure
efficiency of LSD over RBD when (i) Rows are taken as blocks (ii) columns are
taken‘as bjocks. '

‘ o - OR
(b) What is business forecasting? Describe the techniques of forecasting that are

commonly employed by big busiriess houses.

11 (a) Explain various columns of a life table and explain how a life table can be
constructed from data usually avaiiable, Mention the uses of Life tables.
OR '
(b) Explain crude and standardized death rates. Describe the direct and indirect
method of finding standardized Death rates.

CEFSTS
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Code No: D-6622

- SCIENCE
B.A. 1 B. Sc. (CBGS) v . o CULTY OF 5CIE :N

W st 2022
| - '3(-,111”(‘1(" (H()(]”l ,”,) [ AN ation, June Augl

Subject: Statistics

Paper - Optional - Oporation Research

Time: 3 Hours Max. Marks: 80

PART -~ A
Note: Answer any eight questions,
Define Slack and Surplus Vari

2. Define standard form of LILp,

(8 2 4 =732 Marks)
Wblo.

3. Define general linear programing. problem, s
4. Define Artificial Variable. 4y
5. What are the advantages of Duality? 3/

6. Write the Dual of a fol Howing LLP.
Max 7 = 2x; 4+ 3x,
Subject to the constrains 2.
Sxy +2x, < 40,6 + 12x, < 80 and xp2 0, Az =0
/. Define Degeneracy in Transpertation Problem
8. Explain Transhipmenti prablem. i -
9. Explain least cost methed In T ra‘nsporhhon ’Pro’blem.
10. Exp!am Traveﬂrng salesm an problem ’

Note: Answer all the quesnons fhad LAY v (4 x 12 = 48 Marks)
3.(a) Explam Graphlr,al method to se)lve tho LLP. :

(
(b) Solve. 1he LLP by Simplex Mothod
Max,r ‘le 4- 34
ﬂsub;ect o the constrains
"!' J}'/ = '.117 Jx; 4= /Y/ = 'l"().'.”,’.l'd Xig X > 0,

14‘(3‘)'801v0 the LPP By Big M Method
z "’f' 77
*’ublec'ﬂ constraing

3%1 ‘“‘)’/ - )3 4,1] f’zrtz > 6

A,

‘ fxy - 2xp = 3rand xyxg 2 0,
b -~ i B Phaca! y Q
(b) Explain ’Ion } hase Mcth()d Ngo(r,ltmw o solve the LLR;

b
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Code No: D-6622
-2-

15. (a) Explain Stepping slone Method o solve the Transportation problem.
. {OR) | |
() Solve the following Transportation Preblem using MODI Method

Dz Ds Dy SUPPLY
o 7T 3 "6 ] 60 1
Oa 1 w9 8

1| 40 |p

DEMAND 20 50 50 80 2007

| enio

18. (a) Explain The Hungarian Method - Algorithm to-solve, the A

B Fi S L HORYy g
(b) Find the Sequence that Minimizes the Total Elapsed

the 7 jobs on 3 Machines in the Oreer ABC

SN
N

f{? Machine A_ |
| Machine B
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Code No. D-7818

FACULTY OF SCIENCE
B.A/B.Sc. (CBCS) VI - Semester Examination, June [ July 2022

Subject: Statistics (Operation Research)

i VII-(A) - DSE - E-l
Time: 3 Hours Paper A Max. Marks: 60

PART — A

Note: Answer any five questions. (5 x 3 =15 Marks)

Define Convex Set.

Define Canonical Form of LLP.

Define Dual of LLP.

Define Unbalanced Transportation Problem.
Explain Travelling Salesman Problem.
Explain Sequencing Problem.

Explain Matrix Minima method.

Define Assignment Problem.

Note: Answer all the questions.

9. (a) Explain meaning and scope'6f OR.

(3 x 15 = 45 Marks)

g o (OR)
(b) Explain the Simplexﬁlgéﬁ’tﬁrﬁ"to Solve the LLP.

10.(a) Explain Dual and Primal‘Relationship.
7y (OR)

(b) Explain the MODI Aléorithm to solve the Tfansportation Problem.

nt schedule from the following Cost Matrix.

11.(a) Find:Minimum Assignme
e | PERSONS

3

11

-9

10

8

(OR)
ve a Sequencing problem with n Jobs through 2

INESIIIENILS
wi~|olo|n

(b) Explain the procedure to sol
machines.

**
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5 o oha 1 et Al T Gl Mo, 18316181
FACULTY OF SCIENG)
B.Sa. VI Semestor (CRCKY Bxamination, Novamber 7 (ocember 2021

> Subjoct: Statistics (Operations Roynare h)
L Papers VIIA (DSE Ea)

’s‘JTime: 2 Hours . Max. Marks: 60
PART - A

R ‘ FAR

Note: Answer any four questions, (A4 % 5= 20 Marks)

Deﬁm standard form of LI,
Explain the importance of artificial v arfables in solving LIPP. . :
What is unbstanced transpartation problem and: how do you fasalve iL7
- State Fundamental theorem of duality and-also define: prlmat .«md dual problerns.
Explain the ha\w qu salesman ploblmm i
Define job sequencing and also give its assumptions,
Define lotal slapsed time, idle time, processing time.
~Explain about the far mulataen of tr anxportahon prohl

f@%ﬁmxﬁhé"

N

PART—HB S
s gt (2 02040 Marks)

Note: Answer any two questmn"s‘

- Subc

3 12 Define t:anspé tion problem and also explfun the mcthoda of findung imtlal basic
: feaélble solutxon to TP, BRI -

'Explam the formulat:on of Assignment problem and also the procadure of solvmg

the assignment. problem, et L

Fmd the optimum sequence of the followinq ]obs on thr@e machin@s and also
compute the total elapsed t!mo»‘___u L ; RN
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Code No, 18315

B.S FACULTY OF SCIENCE
.Sc. VI Semester (CBCS) Examination, July/August 2021

Subject: Statistics (Operation Research)
Paper: VIII-A (DSE E-l)

Time: 2 Hours Max. Marks: 60

PART — A

Note: Answer any four questions. (4 x 5 = 20 Marks)

Define Slack and Surplus Variable.

Define convex set and write any 3 of its properties.
Explain the concept of Duality. A

Define Degeneracy in Transportation problem.
Explain Unbalanced Assignment Problem.

Explain the concept of Transhipment problem.
Explain North-West Corner Method. |

Define General Linear Programming Problem.

O~NO O, WON -~

PART-B

(2x20=40 Marks)

Note: Answer any two questiohs‘,‘; )

9 Write the step by step proceddlrg_:_of sol\d/&ifﬁQyLPP by simplex method.

10 Explain the Big-M method Algo ' hm to solve the LLP.

11 Explain Dual and Prin{é‘leﬁ;ﬁeléyf’ionship. And also explain how the solution to dual
problem can be obt@iged when primal problem is solved.

&

412 Find the IBFS to the following transportation problem using

(i) Matrix Mjpima-:;_!\’?‘lethod (ii) VAM s
to Dg D2 D3 D4  SUPPLY

o7 60
e 100
:@3 - 40
DEMAND 20 50 50 80 200

em and write the Hungarian Method Algorithm to solve the

13 Explain assignment prob!
assignment problem.

14 Find the ‘Sequence that Minimizes the total Elapsed Time required to complete the 7

:obs on 3 machines in the order ABC |
jop Job 7 12 [3 [4 |5 6 |7
Machine A |3 8 17 |4 |9 |8 |7
Machine B |4 3 12 |5 |1 |4 |3
Machine C_ |6 715 |11 |5 |6 {12

hekkw
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FACULTY OF SCIENCE
B.Sc. VI- >
! Semesi@"\’CBCS) Examination, September / October 2020

Code No. 8315

Subject : Statistics (Operation Research)

Time : 2 Hours Paper - Vill-A (DSE £-) Max. Marks: 60

i PART — A
Note : A§1$wer any four.questions. {4x5=20 Marks)
What is degeneracy in LPP?
When are artificial variable used?
Describe the transportation problem.
Dei!ne:. a) basic :feasible solution b) Optimum Solution g
Deiine Se._qu‘emmg; Problem. Qf/ 3
Express Assignment problem is a special case of LPP. ( Nt
Define Slack and Surplus variable. . 7 "‘»}
What is unbalanced TP? How it is balaneed? %%\j}

ONNOO T W =

PART - By,

Note : Answer any two questions. m‘ ) | : (2x20=40 Marks)
9 Explain the procedure to solve LPP using Two Phase method. _
2 ' /

10 A<actory makes two products A and B giving profits of Rs. 5 and Rs. 4 per unit

resp. These products are man gfvg;c};%red on two machines M and N. Product

A requires one minute of prgvgqsgggg on M and two minutes of N. Product B requires
1.5 each minutes each on{M éjg\d N resp. The machines M and N are available for
400 min and 600 min r%?f).gré’ftrnulate it as LPP to maximize the profit and find the

optimum solution by graphieal method.

11 Explain the coﬁbf%pt of duality and Dual — Primal relationships.

12 ;Exp’,aivn,tﬁ’é‘*if?epyg/%se procedure of Matrix Minjma Msthod and VAM for a TP.-

4
- -
13 Write HUigafian Algorithm for ob

rocedure to solve a sequencing problem with ‘n’ job

taining minimum cost to Assignment problem.

14 Explain the p s and 3 machines.

dkdkkd
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8 O Code No: 9522

FACULTY OF ARTS & SCIENCE
B.A./ B, - . \
B.Scl-Year (Backlog/Suppl.) Examination, December 2020

Subject: Statistics (The
Paber — I _ Subject: Sta ory)
per—| Descriptive Statistics and Probability Distributions.

Nﬂtmejlz hours Max. Marks: 100
ote: . : . :
nsl‘;‘ées‘;_a“y four questions by choosing any two bits from |-V units. All
q tons carry equal marks. Scientific calculators are allowed.
s PART-A (4 x 25 = 100 Marks)
. 8; gzﬁz‘.lam about Mean, Median and Mnde with merits and demerits.
tneI central anc_i non-central moments. Derive the expressions to express
R gen_ ral moments in terms of non-central moments. Lo
(3) Define conditional distribution. State and prove multiplication' theorem of
probability for ‘n’ events. N
(4) state and prove Boole’s inequality. N MR
1. (5) Defn)e_ dlstrlbutio_r_m function, state and prove its properties.
(6) The Jomt probability density function of a two-dimensional random variable (x,y)
is given by o
raxay3 ; 0<x,y<2

S =

LO ; otherwise

Find the value of ‘a’, marginal densities:of xfand y.
(7) Explain one dimensional transformation of random variables. If x and y are two

independent random ‘v.ariable\_\\‘w h. probability density functions r(x)=e";x> 0

and f(y).=3e7;»> 0. Findj 3 pf‘ﬁo‘gability distribution of Z = x/y.
(8) Define Mathematical éf\xgecta\ibn. State the properties of expectations.
[1. (9) Define Binomial distribution. Derive its mean and variance.
(10) Define Geometric distribution. State and prove its memoryless property.
i distribution. Derive its probability mass function.

(11) Define poisson
(12) Define Bernoulli distribution. Derive Binomial distribution probability mass
- function.
V. (13)jﬂﬁ“‘ﬁ‘g,ffﬁqal;’distribution show that Q_.D:M.D:S_.D.:: 10.:12:15'
(14). Derive normal distribution probability density function. ‘
(15) Define Beta distribution of first kind. Derive its mean an_d variance.
(16) Define Exponential distribution. If X1, X2, covvennen , Xn are lndependentthrandom
, h, then

variables from Exponential distribution with parameters 6; ; 1, 2, .....
show that z = min (X1, X2, ... , Xn) has exponentigl distribution with parameter

6=%9,-
Vs ng'short note on any two of the following.

17) Sheppard’s corrections.
%1 83 Definitions of Probabilities o
(19) Chebychev's inequality and its applications

(20) Discrete uniform distribution.
(21) Cauchy distribution.
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Time: 3 Hours

Code No. 4022/ BL.
FACULTIES OF ARTS AND SCIENCE
B.A/B.Sc. | Year (Backlog) Examination, March / April 2019
Subject: Statistics
Paper — |

Descriptive Statistics and Probability Distribution
Max. Marks: 100

Note: Answer all questions. Answer questions | to IV by choosing any two from each

1]

w

7
8

9

10 Define Hypé
_ distribution ten

11 Define Geome

12 Derive

and any three from question V. All questions carry equal marks. Scientific
calculations are allowed.

Define central and non-central moments. In a certain distritg{i’f‘qu the first four

moments about the point 4 are -1.5, 17, -30 and 108 FGSPBC@V@ i

yisEind the Kurtosis
o :

of the frequency curve and comment on its shape.

What is meant by skewness? Explain various measure““;}%&coefﬁcient of skewness.
\2\)

State and prove Baye's theorem.
- - - . (\ (i‘;g i
a) Define independence, pair-wise independénce and mutual independence of

R
W

events. e\

. ; N s (!
b) State and prove multiplication theofem of probability for ‘n" events.
Define continuous random variable an‘a-<§y§5ability SRS

- probability density function as:g»f’%ixg;\

n. If ‘X’ hasits

f(x) =ax, 0sxs 1
=g, 1sxs2
= 3a - ax, Zngg
= 0, otherwisg_ M N

nt%a’ and compute P (0.5 x = 2.5)

Determine the const
. Find E[X], E[X¥, EIX®] and

Define mathematigal expectation of a random variable
V[X] from tfig data given below:
o B [X[ 1] 238456

Y

% % [p:[0.10[0.15/0.20[0.2510.18]0.12

Statg‘\gﬁyprove Cauchy-Schwartz's inequality.
Define MGF and CGF of a random variable X. What is the effect of change of origin
and scale on them? ‘

ution.. Obtain its MGF and hence find mean and variance.

Define Binomial distrib |
the condition show that hyper geometric

r geometric distribution, stating
ds to Binomial.
tric distribution. State and prove its lack of memory property.

recurrence relation for the moments of Negative Binomial distribution.



8 2 Code No. 4022 | BL

.

IV 13 Define rectangular distribution over an interval [-a, a] obtain its m.g.f and hence find
its mean and variance.

14 Show that for normal distribution QD:MD:SD::10:12:15.

15 Derive distribution function and moment generating function of an exponential

random variable with parameter ‘@',
16 Obtain mean and variance of Beta distribution of first kind.

V' Answer any three of the following:
17 Sheppard's correction for moments
18 Boole’s Inequality

19 One dimensional transformation of random variables #
20 Gamma distribution

21 Distribution function and its properties.

P
v
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NCE

ARTS AND SCIE
November 2018

mination, October /

FACULTIES OF

B.A./ B.Sc. | — Year (Backlog) Exa
Subject : STATISTICS (Theory)

paper — | e
Descriptive Statistics and probability Distributions

Time : 3 hours
ons | to IV by choosing any two

[

Il

Note : Answer all questio

1

ns. Answer questi

Jree from question
Jculators are a8

v. All questions carry equa

from each and any ftl
llowed.

marks. Scientific ¢a

nd Secondary data collection. Draw up

f population insdistrict A, according to
and:civil conditions.

Explain the methods of Primary data a
Sex, literacy

a blank table showing the distribution O
the five age groups from O to 100 years.

distribution
t of skevyness(gn
kewngss lies

about origin are 1, 4, 10 and 46
d kurtosis.

The first four moments of a
petween -1 and +1.

respectively. Obtain coefficien
b) Show that Bowley’s coefficient of s

a)

; JIndependence and mutually

Define Independence,
independence of events. .
meof probability for ‘n’ events.

b) State and prove additional theor®
100 and 25 women
chosen at random.

and females to be

a)

State and prove Baye’sﬁth'éig%‘ﬁ Suppose 5 men out of
“plind::~A colour blind person is

out of 1000 are colourzblinGa:s
What is the probability of his being male? (Assume males
equal in numbers. Ty,

Define continuoa;s ‘Fandom variable and probability density function. If X has

its probability density function as :
2 &

‘N?':t».
F(x) =ax, 0<x<1
/a’, 1<x<2
= 3a-ax, 2<x<3

Y. =0, otherwise
Determine the constant ‘a’ and compute P(0.5 <x<2.5)

ectation of a random variable, raw and central

Define mathematical exp
mathematical expectation.

moments usin%
Find E(X), E(X") and V(X) from the data given below

1 2 3 4 5 6
0.10 0.15 0.20 0.25 0.18 0.12

ent generating function of a random variable. P
{ ' ' g rove that the
ating function of the sum of independent random variable is

duct of their moment generating functions.

X
P

Define mom
moment gener
equal to the pro

Max. Marks : 10
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Code No. 7525/ BL/S

-2

itiplication theorem 0N mathematical expectations for two

g State and prove multip!
ariables.

continuous randomV

9 Define binomial variate with parametqr n and p and‘obtain its }proqbabi'lity

function. The odds in favour of X winning & game against Y are 4 - 3. Find
game out of 7 played.

the probability of Y's, winhing 3
Geometric distribution.'
bution tends to Binomia

oisson distribution.

on the moments of Poisso!
ess and kurtosis gf:aPois,s"()‘_n distribution.

10 Define Hyper Stating the condition show that Hyper
Geometric distri | distribution. P

urrence relation betwe

11 Obtain the rec
he coefficient of skewn

Hence obtain t

]

generating function of negative’fﬁ‘ibi%omial distribution and

12 Derive moments
n < variance.

hence show that its mea
13 Define rectangular distribution over a1 interyal [-a, al. Obtain its m.g.f. and
mean and varjance:

hence or otherwise find its
normal distribution QMDSD1 0:12:15.

14 Show that for
15 Derive distribution functiongga"ng\rmoment genefating lenction of an exponential

random variable with parameter6’.
16 Obtain mean and va;‘fr;igrﬁ:e of beta distribution of first kmd

&

V Answer any three offhe follgwing :

17 Sheppard’s correction for moments

18 Boole’sﬂjnequglity | L
19 Importance of Cauchy distribution in statistics

20 ChebysheV's inequality
21 Distribution function and its properties

kkkkkk



8 5 Gode No. 202518

FACULTIES OF ATS AND SCIENCE
BA.TB.Se. |- Yoar Examination, Octobor [ November 2016
Subject : STATISTICS (Thoory)

Paper -1
Descriptive Statistics and Probability Distributions

Time @ 3 hours Max. Marks : 100

rate * o A <fi | ' }
Note ._"‘Qnswuall questions. Answer questions [ fo IV by choosing any two
from each and any three from question V. All questions gagry equal
marks. Scientific calculators are allowed. Q
)

[ 1 &) Whatis tabulation? Explain various parts ofa'tablar\e

b) The mean and standard deviation of 20 item%(s%:w d to be 10 and 2
respectively. At the time of checking it was foun that one of the value

was wrongly copied as 8 instead of 12. Ci\;ulate the correct mean and
standard deviation.

a) The first four moments of a distrifutio ut origin are 1, 4, 10 and 46
respectively. Obtain coeffipien of skewness and kurtosis.

6]

b) Show that BoWley‘s coefficient of skewness lies between -1 and +1.

3 State and prove Additio

4 a) Forn events&%‘:\.\..fn, prove that P(ﬁlE,)zzn:P(El)—(n—l) :
' ) 1= 1=1

I of probability for n events.

b) A bag con}ains 50 tickets numbered 1, 2 ........50. Five tickets are drawn -
at réhdom and arranged in an ascending order of magnitude. What is the

bability that the third ticket is 30.

-lne distribution function of a random variable and state its properties.

5 g
by AD.T.P. operator_'s profit (X) per page is a random variable with the pdf
" F0x) = -slg-(xﬁ-l),~1<x<5
- 0, = elsewhere

Where the units are in rupees. Find the expected value and variance of the

profit.



86

i

v

Code No. cU£o /S

‘).
tormation  of one—dimensional random

1”,3”5
n variable (X, Y) is given by

a) Write the procedure for

variable. . .
b) The join pdf of two-dimensions
ka;’y, D<x<1, 0=y~ 1

f(x) = | o otherwise
iy Finc

i) Find the value of K i) |

of a random variable. Establish the relations bhetween

(o)}

51 randot

{ the marginal densities of x and y.

Define MGF and CcGF
moments and cumulants.
’ g inzquality. L S

8 Stat d prove Chebyshev's In aqua ' N ) |

| S)) /?i:‘aaiﬁdac:n 5ariable X has mean 24 and variance 9. Qb@?gggf sdund on the

t the random variable X assumes valqeg\?etween 16.5 to

~J

probability tha
31.5.
distribution. Derive its MGF.

f newly generated virus willgattack the c.orpputer systern
ned is 1/5. If # files are opened, find probability
Il be corrupted bygthe virus i) all the files will be

9 a) Define Binomial
b) The probability o
and corrupt the file ope

that i) atleat 10 files wi

safe. . .
10 Obtain the cumulant generaﬁn' ¥ gfti"’on of Poisson distribution with
for a Poisson distribution with parameter A all

parameter A. Hence show tagt
the cumulants are equal to
ean and variance.

11 Define Hyper Geomeric diStribution, Find its.mi
distribution ‘i’s; the ‘I’imiting cése of Negative

12 Prove that Poi
distribution by stating-the conditions.

13 Define iforffy distribuition over (a, b). The mean and variance of a uniform

variate X 1§ 1 and 4/3 respectively.. J-'ind the median and third central moment.

14 Enowkhat for a Normal Distribution :QD : MD : SD : 10 : 12: 15.

15 i) Obtain the MGF of exponential dlistribution. Find its mean and variance.
ii) ‘Thc? length of time for the individual to be served in a cafeteria is a random
] vanable having exponential distribution with mean of 4 n‘iinutes. What is
the probability that a person is served in less than 3 minutes. :

16 Define Beta distribution of First kind. Find its mean and variance.

Write short notes on any three of the followi
€ ollowing :
17 Difference between Questionnaire ind scﬁedule
18 Baye's theorem
19 Cauchy — Sc‘:hwaﬁz’s inequality
20 Lack of memory property of Geometric distribution

21 Limiting case of Gamma distribution
X HOK ok o

Binomial



I([‘:S'{‘( V. Al - ~ .
AW MEMORIAL, INST TUTE O COMMERCE AND SCIENCES
8 7 \ NARAYANAGUDA, HYD-29 o0 ’K
B.Sc I vear (PRE-FINAL EXAMINITIONMarch -2015) )

Subject: Statisties (Paper-1)
Time : 3 Hrs (Descriptive statistics and probability distribution)
Ame: S Hrs
T e—— SR e max:g

——_ max:u
Note: Answer all que

stions. Answer stions [ 1o 1V ‘hoosing any two from cach ;
S. Swe restions I 1o 1V by chioosing any two from cach and
any three rquest y g an)

from question V. All questions carry equal marks
Scicntific calculators are allowed.

{ [.Distinguish betwee i i
g Letwveen a questionnaire and a schedule. and primary and secondary data

2.(3).\\'_‘1{(3 about Sheppard’s corrections and central moments of grouped data.
) ’l;he su‘m and sum of squares corresponding to length X(in cms) and weight ¥Y(in kgs) of
S0 tapioca tubes are given as Y X=212; ¥, X*=902.8; Y,¥Y=261;}, Y’=1457.6.Which is
more varying ,the lengty or weight.

3.state and prove Booles inequality.

- e
T 4.state and prove Bayes thorem.
. | 1 : -
— 5.(a).Define discrete and continuous random variable (b).Define p.m.fand p.d.f
St . . . . e W
~ 6.State and prove Cauchy Schwartz’s inequality.Give its applications . A
7/Define M.G.F of r.v and state and prove its properties .
8 .Define mathematical ex.peéf_gtions,ofa r.v’s. Derive the raw and central moments and the
Covariance of the same using mathematical expectation.
Iryx .
LIX

; .
$.Define Rinemial distribution .Perive its MGF and hence the first four moments.

10.Derive poissson distribution as a limiting form of binomial distribution ,by stating
the conditions clearly. :
11. Derive the mean and variance of the Hypergeometric disribution.

12.0btain m.g.f and c.g.f of megative binomial distribution .Hence find its mean and variance.

v .. .
13.Befinre Gamma distribution and derive its h{.G.F.I-Iéﬁéé find the mean and variance

14.State and prove the jack of memory less property of exponential distribution.
15’Déﬁ‘n'_’é Beta d.b of the 2™ kind. Find its mean and variance .

e

16.Define Normal distribution .Derive mode and Median of Normal d.b’s.

. i \)
Vv Write short note on any 3 of the following, : o ‘;/[V‘)
SRy ,

X -, \. [ (\‘) .
17. Skewness ) : y ~
“18.Bernoulli Distribution. . . /<
ig ifll;]!;tion theorem of probability for 27 events. ! RS /‘o\\v (‘\
e . P lit}r’ ) o C '/,. \/
18.Chebychev’s inequa ’ i
20.Measures of central tendency. | /O - ]

VA Kﬁ
.
/
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8 8 Code No. 1525 F

B.A. FACULTIES OF ARTS AND SCIENCE
‘AT B.Sc. | Year (Regular) Examination, March / April 2014

Subject: Statistics (Theory)

P - s ect P

aper -1 Descriptive Statistics and Probability Distributions

Time: 3 Hours Max.Marks: 100

Note: Answer
. e . .
{hr l__all questions. Answer questions | to IV by choosing any two from each and any
wee from qu

allowad, eslion V. All questions carry equal marks. Scientific calculators are
I
1 EE; ll\)ﬂlslmgmsh be.twgen a questionnaire and a schedule.
eans of two distributions of 100 and 150 items are 50, 40 respectively. Find the
~ cpmblned mean.
2 l:xpla!n With suitable examples the term 'Dispersion’. How is it measured? Explain the
/Sllpt_anorlty of standard deviation over other meastres of dispersion.
‘\j'/g{ﬁe and prove multiplication theorem of probability for ‘'n’ events.
< State anq prove Baye's theorem. Suppose 5 men out of 100 and 25 women out of 1000 are
colour blind. A colour blind-person is chosen at random. What is the probability of his being
. male? (Assume that a person being male or female is equally probable).

5 Defing continuous random variable and probability density function. If ‘X" has its probability
density function as o '

ax; g . 0<x<1
: g - 1sx<2
fo)=| >
.| 3a-ax; - 2<x<3
0; Otherwise

Determine the constant ‘a’ and compute the P(0.5<x<2.5).

6 Define probability generating function (p.g.f) of a random variable X. Obtain the exp‘ressions

J/for/rnean and variance in terms of p.g.f.
Z-7 State and prove Cauchy-Schwartz’s inequalily.

-~
~ 8 Atwo cimensional r.v. (X,y) have a»biyajig‘t?._ﬂlistribqtion given by o o
P(x=x; y=y) = X Y forx= 0,1,2andy =0, 1. Find the marginal distributions of x & y. - ,“;‘{
III | - ‘
9  Obtain the moment generating function of binomial distribution. Hence show that the sum of -

two binomial variates is a binomial variate, if the variates are independent and have the

same probability of success. . . |
10 Derive poisson distribution as a limiting form of binomial distribution, by stating the | v\_.‘-\‘,-/\ ;.ﬂ

~

conditions clearly. o ~ . | o /:‘ ‘!:\ L
7" (a) What is a hypergeometric distribution? i b.-, ‘ «
o \ r

(b) Obtain mean and variance of a hypergeometric distribution. ‘ : ) oy (e , \
12 Obtain m.g.f. and c.g.f. of negative hinomial distribtition. Hence find its mean and variance. { ¥\ \\(\ A
X

\% ‘ ) o _
Mﬁne gamma distribution and derive its MGF, Hence find the mean and variance.

14 State and prove the lack of memory le'ss property of exponential distribution.
15 Let X~N (p,0?), then show that ‘X’ has a symmetric distribution.
efine beta distribution of first and second kind. State the relationship between them.

: ; QL
ite short notes on any THRE[‘: of the following: A | N
; /\i\g:jiet‘ion theorem of probability for 2" events. B - : (\ D
8 Central limit theorem. ' o * . el
}9 Reproductive property of Poisson distribution. o | k\*\

20 Measures of central tendency.

ents of normal distribution.
24 Even order mom .
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Time: 3 Hours ¢

Note: Answer

I,

V.

2.(a)
(b)

3.(a)
(b)

o

B.{a)
(b)

pD

<.

10.
11.
12.

13.
14.

15.
16.

17.
18.
19.
20.
21.

Code Mo, 6555 [ET/ S
FACULTIES OF ARTS & SCIENCI:

B.A./B.s¢
¢. | Year (Regular) Examination, October / November 2013

Subjoct: atistics

) Papor -1
Descriptive Statistics and Probability Distributions
Max.Marks: 100

" N »
’md‘g:' questions, Answer questions | to IV by choosing any two from each
« s N " .
ny three from question V. All questions carry equal marks,
Scientific calculaiors are allowed.

Distin_guish primary and secondary data. Write in detail designing of a
questionnaire. ’

\_I{\'/nte about Sheppard's Corrections for central moments of grouped data.

€ sum and sum of squares corresponding to length X(in cms) and weight '/
(in kgs) of 50 tapioca tubers are given as > X=212; > X*=902.8; ) ¥ =261,
N 2 _ - , -

LY = 1457.6. Which is more varying, the length or weight?

State and prove Boole's inequality.
Let A and B be two events associated with a random experiment and S be the

sample space. If C is an event such that P(C) = 0, then prove that,

P((AUB)/ C) = P(A/C) + P(B/C) - P((AnB) / C).

Define pair-wise independent and mutually independent events. Let A, B and C
denote respectively, the events that a book is favourably reviewed by three

critics X, Y and Z. If P(A) = % P(B)= 2 and P(C) = % then what is the
i/

probability that (i) all the three reviews will be favourable and (ii) mejority will
reviews will be favourable.
Define distribution function of 2 random variable X. State and prove its
properiies.
Define marginal and conditional distribution for bivariate r.v.s.
If X and Y are two r.v. having join: density function,
f(x,y) = (1/8) (B-x-y); 0<x<2,2sv<4

= 0, otherwise, find P((X+Y) < 3).
Define Mathematical Expectation of a random variables. Derive the raw and
central moments and the covariance of the same using mathematical

expectation.
Define MGF and CGF of a random variable. Write the statements of their

properties. .
Define binomial distribution. Derive its MGF and hence the first four moments.
Derive the mean and variance of the Hypergeometric distribution.
Define Poisson distribution and derive its moce,
A couple decides to have children until they have a male child. What is
probability distribution of children they would have? If the probability of male
child in their community is 2/5, how many children they are expected to have
pefore first male child is bhorn? ,
For a Normal Distribution, prove that QD MD : SD:: 10: 12 : 15.
The pdf of a .v.x is given by f(x) = 1/(2a) ~a <x<a.

= 0 otherwise
Find the first four central moments, B4, and P of this distribution.
Define Beta Distribution of the 2™ kind. Find its mean and variance.
Define Exponential Distribution. Prove its memory-less property.

Write short note on any three of the following:
Skewness ‘

Bernoulli Distribution
Rectangular Distributllon
Chebychev's inequality
Central Limit Theorer.

brichit
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9 0 B.A./B.Sc. 1 Year Examination, October/ November@(//

y ~ Subject : STATISTICS (Regular)

Paper : I (Descriptive Statistics & Probability Distributions)

Time : 3 Hours ] [ Max. Marks : 100

Note : Answer all questions. Answer question I to IV choosing any two from each unit

and any three from question V. "All questions carry equal marks. Scientific
calculators are allowed.

L 1. Explain the methods 0

f collecting Primary data with advantages and
diéadvantages

Define Central and Non Cen’cral moments. In certain distribution the first four

‘moments about the point 5 are —4, 22 117 and 560 respectively. Find the B
and vy coefficients.

State and prove addition theorem of probabﬂ1ty for 'n” events.

4. (@ IA,BandCare mutually independent events then show that A | VB and C
are also independent. - i

(b) Define condltlonal probablllty If the letters of the. “MISSISSIPPI” -

_ are arranged at random, what is the probab111ty that (i) allS’s are not toge’rher
and (11) all I are together

H. - 5. (a); Define discrete random variable and probab111ty mass functlon Tt
(b) The followmg is the dlstrlbutlon fuinction of, a dlscrete random. Varlable X

L X -3 -1 0 - 1'. 2 3

-5 8
F@x): 010 030 045 05 075 090 095 100
. @). Find the probablhty d13t11but1on of X (if) Fmd P [X is even]
-, i) PHEX <8 |

The'random var b}ex and y.h

%ﬁ :

. ave the joint densuy fumtlon
1;0<Y <x.

(e '(“

' ?ﬁfﬁxi' condmonal denslty funCllon of Y given X=x and conditional densny
¢ n: oI X glven X =y, . 4

e dependence of X and Y.

Contd...'z
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V. N Write short note on any three of the following. = e

T It e

? Code No. 8057/ET/S

| pencraling func jon of a random variable and state and prove

7.  Define moment geiti

its properties. | iy, Give i .

“auchy-5ce rtz inequality.  Give its applications.
State srove Cauchy-Schwa , o)

8.  State and prove :

Obtain its MGIf and hence find mean and variance.

II. 9. Define Binomial distribution.
Poisson distribution as a limiting case of the Negahvc Binorial

10. (a) Show

distribution. ) B
(b) Show mean < variance in Negative Binomial distribution.
Define Geometric distribution. State and prove its lack of mermory property.

I; Define Hyper geometric distribution. Obtain its Mean and _Vamance,
IV. 13. Define Normal Distribution. Derive mode and median of Normal distributions.
14. Define exponential distributions Derive express1on for its distribution
functions. Show that it lacks memory.
15. Define Gamma distribution with two parameters State and prove its addmve
property ‘ : | ’
‘Define Beta distribution of second kind. Fmd its mean and variance. ' '

16.

17.  Kurtaegis
'18. Independence of events. ‘
19. One dimensional transformatlon of random varlables

(

T

20. Bernoulli distribution. PO .
21. Cauchy distribution , et . RN

-=5oaoa’ooVeS"5 980 SorBos38 K)émmﬁ&ﬁoo&)éooé
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PRE- FINAL EXAMINATION

TIMING:3 HRS BSC [MSCS] I YEAR ~STATISTICS-PAPER-I
MAX MARKS-100

Note: Answer all question
S. A“ qu&stions ATV € kS, /) aYe o IV al nnn
from each any “3” from question-y carry equal marks. Answer question | to IV by choosing any “2

o . ‘ Section-I
;. gles;ll:guush Primary data with Secondary data?
, ec [ tra in distributi |
point 4 ael.ntri' and Non-central moments. In a certain distribution the first 4 moments about the
e - _.5, 17,-30 & 108 respectively. Find the Kurtosis of the frequency curve and
comment on its shape?
State and Prove Baye’s theorem?
4. State and prove addition theorem of probability for 'n’ events?

o

Section-ll

5.A random variable X’ has the following probability distribution
X; 0 1 2 3 4 5 6 7 8
P(x): a 33. 5a 7a 9a 11a 13a 15a 17a

Find the value of (a) a,(b)p(x<3) (c) P(x>=3) (d) P(0<x<5) (e) P(x<=7)
6. State and Prove Cauchy-Schwartz inequality
7.State Chebychev’s inequality and give any two applications
8. Define MGF and CGF of a random variable. Establish the relationship between the moments and

cumulates?

Sectien-lli
9.Define Binomial distribution. Obtain its MGF and hence find mean and variance
10. Obtain the recurrence relation between the central moments in Binomial distribution
11. Derive MGF of negative binomial distribution and hence show that mean and variance

12. Define Hyper:geometric distribution. derive mean and variance of it '

)

Section-IV

13. Define Gamma distribution and derive its MGF and CGF
14. Define normal distribution. Obtain its recurrence relation for moments. Hence find betal and

beta2 and comment on the result ‘
kind and find its mean and variance

15. Define Beta distribution of second
16. X is normally distributed and mean of X is 12 and S.D is 4. Find out the following probabilities

~ (i) X>=20 (ii) X<=20 (i) 0<=X<12
[given values of P(0<=Z<=2)=0.4772, P(0<=2<=3)=0.49865]

Section-V

17. Bernoulli distribution

18. Boole’s inequality o _
19. Properties of characteristic function

20. Uniform distribution on [-a, a] S
21. Memoryless property of geometric distribution
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FACHI T | - Code No, 4023 / BL -
FAGULTIES OF ARTS AND SCIENCE -

B.ATB.Se, |1
¢ Your (Racklog) Examination, March / April 2019

Page Subjoct: Statistica
\por |l : Statlatical Methods and Inference

Thno: 3 Houra
Max. Marks: 100

Note: Anawer

s Angswer all 18, Al

m(;h and any - ggx?fgitqns.' A‘nswm questions | to IV by choosing any two from
pach fund any a"Qden question V. All questions carry equal marks. Scientific

10 State and prove Neym
11 Explain thefz!grge’@amp

12 Expl//ajmtgﬁe_a_sggﬁc proce

13 Exﬁféﬁ@ﬁizﬁ-square (1
14 Explain the test proce

Dascribe the leag '
Dofine corte Iefj’bt squares procedure to fit an exponential curve y = ae™,
Sorive sortelation ratio, Show that 1 2 n?, 2 fy,2 0 7

N A —— ) YA % ‘ “y
Borive fearssion line equation of Y on X. i, o
=l b V . - ] v(’,_m £,

» Spearman'’s rank correlation coefficient, / T,
i

, ' . Establish relationship betw ar 4 2
distributions. P een Fyan%}Chl square (7”)
,:Q/ fte the S,tat,ement of Neyman'’s factorization theorgm. Find the sufficient statistic for
Ogtparan;eters st and o of normal distribution

ain the estimator for a Poisson. distribu .
i onsso?t}/&tglgg)xon parameter Zusing method of
Write short notes on properties of a good eﬁimatbn

9 =2vs H: 6 = 1. On the basis of the

If x = 1 is the critical region forf€sting Ho:
single observation from a@;ﬁ%p,gﬁ?enﬂa{ distribution with p.d.f. f(x, 8) = 6.e"

Obtain the value of ¢, ,
. . fw:' , L4
i) Typelerror 4 %,

i) Type 1L error and, hd

¢

iii) Power of the test. ™
an Pearson’s Lemma.

le test procedure to test the significance for difference of

means.,,

»

: dure for testing the population correlation coefficient.
N
2y test for.independence of attributes.
dure for paired t-test.

15 Explain:

16 Explain the proc

Write short not
17 Limits for cO

i) Nominal scale
ii) Ordinal scale
iif) Interval scale and

i io scale
iv) Rafl Wilcoxon — signed Rank Test.

edure of
os on any three of the following:
rrelation coefficient

" 18 Properties Of
19 Order statistics

20 Run test
21 Fitting 0

f a straight line. s
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FACULTIES OF ARTS AND SCIENCE

B.A.
/'B.Sc. Il - Year (Backlog) Examination, October / November 2018

Subject : STATISTICS (Theory)

paper — Il
Statistical Methods and Inference

Time : 3
hours Max. Marks : 100

Note :fAnswer all questions. Answer questions [ to IV by C,hOfIJ,Sfﬂg, any two
rom each and any three from question V. All questions carry equal
marks. Scientific calculators are allowed.’
I 1 Derive the formula for Spearman's-Rank correlation éoé%i'cient. Discuss the
problem of ties. Ty

2 Given the two lines of regression 4x — 5y + 33'= 0 and 20x — gy — 107 = 0.
The variance of X is 9. Find i) mean vafug of X i) standard deviation of Y
and iii) correlation coefficient. . B

3 Explain the Principle of Least Sqiigre erive the normal equations for fitting

curve y = ae™

at for n attributes A1, Az eeneeneenPn,

4 Define Consistency of
7 . 4A) — (n-1)N. Where N is the

(At Aze.coeeooenAn) 24
population size. : '

<

I 5 Define t-statistic. " Give the
applications. =~

p.d.f. of t-distribution. State its properties and

6 i) Qefineéﬁarameter, statistic, sampling distribution and standard error.

if) f-‘md the standard error of sample mean in case of normal population.

X, be a random sample

;?”'”"Z"Bgﬁﬁefgnbiasedness and consistency. Let X1, X2......
‘ : 2 Show that

~  of size n drawn from 2 population with mean p and variance ©

=
ez

B

T 2
5% = : $:(x; ~X) is notan unbiased estimator of .

j=
ethod of Maximum Likelihood Estimation. Find the Estimator for

8 Explainthe m
nential distribution on the basis of a sample of n

the parameter 0 of expo
observations.

il 9 State and Prove Neyman Pearson’'s Lemma.

the Most Powerful Test for testing Ho
f a rahdom sample X1, X2, ..o X, from

10 Obtain . 9 = 0p against Hi : 8 = 01 in
the exponential population.

case O

11 Explain the 1arge sample test procedure for testing the significance of i)
Single mean i) Difference of means.
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Y

V' Write short notes on any Three of the follow

21 Order Statistics

Code Nlo. 7526 I BL /S

" -

sample test procedure for testing the difference

12 i) Describe the large correlation coefficient and population

between observed sample

c oefficient.
correlation ¢ d 10 imperfect articles in a sample of 200. After the

ii) A mMachine pmduceled it produced 4 imperfect articles in a batch of 100

machine is overhau
Has the machine improved? Two-tailed Zqy = 2. 58, one tailed Z4¢, = 2.3

13 Explain the small sample test procedure for testing the dl’r'ference between
means in case of dependent and independent samples. .

14 Stating the assumptions, explain the procedure of F;test for equallty of two

variances.

15 What are the advantages and disadvantages of N‘%’l‘z\f—parametric- tests over
parametric tests. Explain the procedure of 8|gn test

16 Explain the Wilcoxon — Mann: Whl’rney U te tprocedure

A

17 Karl Pearson'’s coefficient of corre[atu niand lts propertles
18 Method of maximum likelihood estiffistion

19 Large sample test procedure\jor single proportlon

20 Run test - ‘

| kdekokkok
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FACULTIES OF ARTS AND SCIENCE

B.A I B.Sc. |
Se. - Year (Backlog) Examination, March | April 2018

Subjoct : STATISTICS  (Theory)

- Paper - Il
Statistical Methods and Inference

Time : 3 hours ' , \
Max, Marks : 100

feyfeor * S » .
Note . Anmz:i l all questions. Answer questlons | to IV by choosing any two from
ach and any three from question V. All questions carry equal
marks. Scientific calcufators are allowed.

’ i ‘ &y’ )
I DMmq correlation. Show that correlation coefficient is indemgn,dgm of the change

of origin and scale. KP N
4% "?3;, >
2 Explain the principle of Least Squares. Derive the no'r"rma“? equations for fitting a

straight line. p
. o v
, 0,

3 State and prove any two properties of regrégsionjcoefficients.

N ,
4 Define Yule's coefficient of associaticfé an%coefﬁcient of colligation. Derive the
relationship between them., o

il 5 Deiine chi-squaré‘distribution."‘%’gﬁ‘gité‘pr"dp'érti‘é’s"é’ﬁﬂ'aﬁ;ﬂicatbﬁ's.
. ﬂ.:e )'}I»/
6 State Fisher's Neyman l;ag g\gi tion theorem. Find the sufficient statistic for the
parameter of exponentiawiszjr‘iﬁutlon.
NS

it

7 Explain the method af’Maximum Likelihood Estimation (MLE). Find the MLE for

the paramezgar%féfoisson distribution on the basis of a sample of n

.
observauoﬁnws%y
& Explain ,intepval estimation. Obtain 100(1-c)% confident interval for the

paramet i of normal distribution when o Is known.

Il 9 State and Prove Neyrhan Pearson's l.emma.

e | and Type Il errors. A coln is tossed 6 times and the hypothesis

10 Define Typ
n 4. Find the sizes of

Ho:p =?12— is rejegted if the number of heads is greater tha

. 1
Type | and Type 1] errors If the alternative hypothesis Hq:ip = 1

11 Explaiﬁ the large sample test procedure for testing the equality of two population

proportions.
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L

| eadure for testing the single mean.
> il arge sample test yrogedt . e n i - o
t2ly Desctibé 1ho hlqef{:ﬁ?;it of 0_7l;z s obtained from a sample of 39 pairs of
) i\béoxil{?é::: bg;n tim; sample be regarded as draw(n grom a bivariate normal
opservatons. v > St NIRRT Sy A 8.
population in which the true correlatior coefficient is 0
13 1) Explain the small sample test procedure for testing the equality of variarices of
L Ly A |
two populations. i P ST
i) Ten ‘;néjg\,idua;s are chosen at random from & population and their heights are
6, 67, 69, 68, 70, 70, 71, 71. Test whether

found to be (in inches) : 63, 63, 6 ) ;
t;e sample f:an be re)garded as drawn from a normal population with rnean

height of 66 inches? (Table value = 2.26). ‘?}/

: ' . 2 tiatic 7™
14 For & 2 X2 contingency table, derive the x~ — test statlstlc.gy )
40 ‘9"5474}1; (4'

T oy
. G A :
15 What are the advantages and disadvantages of .r\{g‘ggbarametnc tests over
parametric tests? Explain the procedure of Run teséty

N
<0
2

16 Explain the Wilcoxon — Mann Whitney U test progedure.

. . ﬁ?; f!&“\kﬁ\r«s}f)’ ’. . ,
Write short notes on any Three of the followin } i
17 Angle between two regression lines  %,.#’ ‘
18 Method of Moments

1% WAoo vl I

20 Wedian test = ‘52?;
21 Correlation Vs regression_ &

57 N
Rl ¢

o
%
Ny «5‘}’ ek deok ok

-
i
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| Code No. 2026/S
) FACULT[ES OF ARTS AND SCIENCE
3.A. 1 B.Se. I - Year Examination, October/ November 2016
Subject : STATISTICS (Theory)

paper — Il
Statistical Methods and Inference

Time : 31
= ours
Max. Marks

i

i

Note : A, ¢ :
Answer aji questions. Answer questions [ to IV by choosing any two

9

from each and any three from question V. All questions carry equal
marks. Scientific calculators are allowed.

State and prove the properties of regression coefficients.

Explain the principle of least squares, by using the same fit the curve y = ab".

Two variables X and Y with 50 pairs of observations found to have X =10,
o, =3, =06, o, =2 and ¥(x,y) = 0.3. But subsequently it was found that
one pair of values X = 10 and Y = 6 were wrong and hence weeded out with

the remaining 49 pairs of observétions, find how much the values of ¥’ is
affected.

What is association of attributes? How is' it measured? Explain various
measures of association for. a two way data.

Define t—distribution.:i;1§t§t;§f':its properties and also give its applications.

7,

‘Define criteria fora good estimator.

Define sufficiency of an estimator. ~ State Fisher Neymann factorization
theorem. Let'xq, X2 ......... x, be a random sample from Bernoulli B(1, p)

population:show that Zx; is sufficient for p..

Explain fhe method of maximum likelihood estimation (MLE). State its
properties.

State and prove Neyman-Pearson’s lemma.

10 A coin is tossed 6 times and the hypothesis Ho : p = 1/2 is rejected if the

11 Define r

12 Define

number of heads is greater than 4. Find the sizes of type and | and Type |l
errors if the alternative hypothesis is Hq : p = 1/4 .

andomized and non-randomized test functions. Explain large sample
test procedure for testing the significance of single mean.

Fisher's Z-transformation. Explain its application.

: 100
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IV 13 Explain y’ - test for independence of attributes.
metric and non parametric tests.

14 Distinguish between para
a ‘run’ and the length of a run. Explain Wold Wolfowitz run test.

15 Define
16 Define order statistics. State their distribution.

V Write short notes on any Three of the following :
17 Partial and Multiple correlation
18 Method of moments

19 Sign test
20 Large sample test for single proportion

21 Confidence Intervals

gk Rk
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Bk i FACULTIES OF ARTS & SCIENCE ' )
Cba b, ,:.f‘; >, ] s 68 {1

o Yoy (Regular) Examination, October [ November 2013

Subject: Statistics
. Paper -
Fime: 2 Hourg Statistical Methods and Inference
Note: Anawer o Max.Marks: 100
:nmd” Hiestions, Answer guestions | to IV by choosing any two from each

any three from question V. All questions carry equal marks.
Scientific calculators are allowed.,

L1, Explain the fieie . ,
“plain the filting a second degree parabola using method of least squares.

'T‘ hO ”~ ~ . N -
show that correlation coefficient 'y' is independent of change of origin and scale of

valueg i ‘ !
r_f jc.ﬁ,;w Qf the variables. Also prove that for two independent random variables ¥ = 0
and its converse is not true.

i:fdr}lalt'n'v¢}1at are regression lines. Why two regression lines are there? Derive the

regression equation of Y on X,

4. 1) =xamine the consistency of the following data.
M= 1,000; (A) = 600, (B) = 500, (AB) = 50, the symbols having their usuzl

. Meaninga!

i) Ir 2 University Examination 65% of the candidates pzssed in English, 90%
passed in the Second Language and 60% passed in the Optional subjects.
Find out how rany atleast should have passed the whole examination.

Define 4% - diztribution. State its properties and applications along with assumptions,

if any: '

6. Dziine sufficient estimator. Let X4, X5, ... X be a random sample from a population
with pdf f{x,6) = x°'; 0 <x < 1, € > 0. FFind sufficient estirator for 6.

7. What is point estimation? State and prove invariance property «f consistent
estirmators. S

Exestain the meximum likelihood mathed of eslimation,

Lo

_C.‘J

~
W

State Neyaman-Pearson lemma. Obtain the best critical region of size o for testing
Ho: P=Po against Hq: P=P4 basse;u’ on a sample of size one from a binomial
, . — X7 [¥ BN

population with pdf f(x, €) = nexp™(1-p)™™. o ,

10. Define (i) critical region (i) two types of errors {iii) level of significance and (iv) power
of a test. ) o ) )

11. Define null and alternative hypothesis. Explain the general procedure followed in
testing of a hypothesis. » ' o

12. Explain the Jarge sample test procedure for testing significant difference between
two saemple standard deviations,

falb
: e - shov/ that
i 13, Fer a 2 %2 vontingency table h a| show tha

N(ad-bc)?

7’ = — where W= a+h+ctd.
2T by (ar o)+ d)c+d)

14, Explain Wald-Wolfowitz's runs test. S
ir State the conditions for the validity of »* - test. Explain y* - {est for goodness
15, > CODE

of fit.

18, Describe norpial, ordinal, interval and ratic scales with one exampls for eash.

o e of the Tallowing:
v Wiite short notes o &0y three of the Tallowing
17. Scatter Diagram
18. Efficiency of an estimator o
10' melation between and F distributions.

b/ - ! "

20, Sampling distripution
21, Sign test. "
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Total Printed Pages : 3 Code No. 8058/E1/S
FACULTIES OF ARTS & SCIENCE 202242
B.A./B.Sc. Il Year Examination, October/November 2012

Subject : STATISTICS (REGULAR)

Paper : II (Statistical Methods and Inference)

Time : 3 Hours ] [ Max. Marks : 100

Note : Answer a}l questions. "All questidns carry equal marks. Answer questions I to IV
bﬁ chogsmg any two from each and three from V. Scientific calculators are
allowed. ' :

Describe the least square procedure to fit the exponential curve y=aeP*.

Show that correlation coefficient is independent change of origin and scale.

Derive Regression equation of y on x

Find the Relationship betweéen Yule's coefficient of association and coefficient of
colligation.

[F-SDNH

II. 5. Define y 2-distribution. State its properties and applications.
6. Define the following terms and give one example for each.
(a) consistency (b). unbiasedness
(c) efficiency - (d) sufficiency
7.  State the asymptotic properties of maximum likelihood estimation.

Explain confidence Interval and confidence limits of the parameter and hence for
a sample of 400 observations from normal population with mean 95 and SD 12.

Find 95% confidence limits for the population mean.

III. 9. State and prove Neyman Pearson Lemma.
Define sample proportion and population proportion. Explain the test procedure

10.
for single proportion.
11. Derive the large sample test procedure for difference of means.
12. Describe the test procedure for Fishei’s Z Transformation for difference of

correlation coefficient.
nment of oranges, a random sample of 64 oranges revealed that

In a large consig _
bad. Is it reasonable to assume that 20% of the oranges were

14 oranges were
bad test at 1% level

Contd...2
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Derive the small sample procedure for difference of means for Independent
samples.

14. Describe the ¥
15. Explain the median test procedure.
16. Describe the test procedure for wol

Iv. 13.
tes.

2_test for Independence of attribu

fowitz’s run test.

Write short notes on any three of the following :

V.
17. Scatter diagram
18. Multiple correlation
19. Type-I and Type-II Error
20. Yaule's coefficient of association
21. Measurement of scale
TELUGU VERSION -
Sr3S: (DHe0 [ 8009 IV 5650 (98 mS? 930 Bo&oedd sovatow, (0%, V LT

307280638 DS oIS RIS . R, (DFDED ST é_wmﬁoo. aaggoa’o

(TE3RI QTO0 (€8 550000  €9RISIBODVVEEIND.

L 1. 538 Sgsooe aeg@és PG SESD 1 =aeb* 5o DOGROBIBN.
2. S0 290650 S090T0 NDOSIEY SIPCYHOED VT® VOO (POEIEH 3B 0B
BP0,
3.y onx 33005, (DA DHOSTEISIIBI GEnDOH0R,

4. o¥ordy) G3005, AvEridy 5000500 SDNRN (colligation) (OSSO SITs (1O
DORI0EISI0BI 8300 2508500, '

IL 5. 1% 980255500850 NO5D050E, TR 33008, (56,3500 SOV DOAATABVOD

(265805068,
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Total Printed Pages : 3

Time

Note :

IL.

I11.

10.

11,

12.

: 3 Hours |

FACT ) Code No, i579/ ET
YACULTIES Or ARTS AND SCIENCE
B.A./B.Sc. 1 |
/B.Sc, U-Year Examination, March/April 2011
Subject : STATISTICS

I“Pel t 1 - Statistical Methods and Inference
[ Max. Marks : 100

Answer uestions ' ' ‘

el all questions.  All questions carry equal marks, Answer questions I to 1V by
8 any two from each and three from V. Scientific calculators are allowed.

Define t.he principle of least squares. Obtain the normal equations for fitting of

Parabolic equation. '

State.and’ prove properties of regression coefficients.

Explain Partial correlation with an example.
If r1p=0.80, rj3=—0.40 and ryy= —0.56 find the values of 1, 3, r13_2' and T4

Derive Yule's coefficient of association . State its relationship with coefficient of
colligation. i " x '

Define t-distribution. State its properties and applications.

Define consistency. . Let Xq, Xp/ suoeeee. X, is a random sample, drawn from N(p,0?).
Show that sample mean X and sample mean square s> are consistent estimators
for p and o? respectively.

Explain the. ‘Method of Maximum likelihood estima-tion(MLE). Find M.L.E. for
the Parameter \ of a Poisson distribution on the basis of a sample of n observations.

Explain the difference between Poin{ and Interval estimation with two examples
each. ‘

Obtain MP—téSt for testing Hy : 0:00. vs Hy : 0=0y In case of a random sample
%, from N(0, o?) where o2 is known, |

Je test procedure for single mean.

ers has mean 3.4 cms, Is the sample from the population
d s.d 2,61 ecms ? Also find 95% confidence limits.

Explain Jarge samp
A sample of 900 memb
with mean 3,25 cms an

Explain Fisher's 7~transformation and its application.
Explaiﬁ large sample test procedure for difference of standard deviations.
Contd...2
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Total Printed Pages : 3

Time :
Note :
I. 1.
2.
3.
4,
II. 5,
6.
7.
8.
I11. 9.
10.
11.
12.

3 Hours |

y¢ ARTS AND SCIENCE

FACULTIES ( -
ation, March/April 2011

B.A./B.Sc. II-Year [ixamin

Subject STATIST ICS

Paper . 11 - Statistical Methods and. Infefrence

arry equal marks, Answer questions 1 to IV by

P HonNs. I questions ¢ bios SOE _
Answer all questions. All g from V. Scientific calculators are allowed.

choosing any two from each and three

Define the principle of least squares. Obtain the normal equations for fitting of
Parabolic equation. ’

State and prove properties of regression coefficients.

Explain Partial correlation with an example. .
If r;,=0.80, r;3= —0.40 and 1,3 = —0.56 find the values of 193, T135 and Ipsq

Derive Yule's coefficient of association . State its relationship with coefficient of
colligation. - :

Define t-distribution. State its properties and applications.

Define consistency. Let Xy, Xp, ...cu... X, is a random sample, drawn from N(p,o?).

Show that sample mean ¥ and sample mean square's® are consistent estimators
for p. and o? respectively. ' |

Explain the Method of Maximum likelihood estimation(MLE). Find M.L.E. for
the Parameter A of a Poisson distribution on the basis of a sample of n observations.

EXPkllain the difference between Point-and Interval estimation with two examples
each. L . :

Obtain MP-test for testing Hy : 0=0, vs My 1 0=0, in case of a random sample
gy eorerneonnn %, Arom N(0, 0?) where 02 is known.

Explain large sample test procedure for single mean,
A sample of 900 members has mean 3 4 cms, Is the s

i ample from the population
with mean 3.25 cms and s.d 2,61 cms ? Also find 9 o Afilonee ity

5% confidence limits.

Explain Fisher's Z~transformation and its application

Explai E . .
Xplain large sample testprocedure for difference of standard deviations.

Cpntd...Z
101221

[ Max. Marks : 100
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'“';, 1‘”‘1 3% us x P
R L A B NS TAT LT CT T i ; 1 3 Z) ’! 1
J 4 -‘/‘-’”U, f!)}' );;”.‘f””;n(f(,rfj "/7}",}? ]’,fﬂfj -':’d,'fﬁ;{}l{,‘ ’p’{}}(-’}xi nation,

VoY Faplain g
11, ‘}15”‘131?5)}"(.}4:]1 :}f“f';,-_“‘(,,) e .
M and state thejr distributions,

P Foplain the teg
. APEHI G Les1 19v000 o o . . ;
FLProcedure foy testing equality of two population variances,

o, « ’”r")j"”“‘“ f;‘f;",'!“i BYITs| Wi](i‘;)xcm ;;i;;ncgd rankiests.
V. Write short notes on any three of the following :
17, Median fest

18, Spearman’s rank correlation coefficient
19. Central limit theorem

20.  Multiple correlation,

21.  F distribution.

(Telugu Version)

BrBd: (9500 1 5008 1V £565.(98 mRd? 930 BoBod8 So0osan 0% VS 939
$oBoB38 DBIEPHH [FROTI0EG. VR (DO SPCNLD VITSI0. TR
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| RgrRGE DEIBCEBIVBO T0eE0s. :

2. (2BT50:5 (508856300 a%asooof‘éo (8355909 DEIN00G.

Bl DT DORIOBIBI GIIETSE DITSS0Mm DSB0B0G ESIOOR0 11,=0.80,

w

0Ford G308, V020G (1e0i55500 (Yule's coefficient of association) &0 eTyQ0H0&.
6nB coefficient of colligation &9 (fo Bowo sV Beowod.

I, 5. t- emessssoniso DE5008, R G308, (56,5008 5900520 HRATTBON

(6580508,
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Code No. 4024/ BL

sA/Bs. \CULTIES OF ARTS AND SCIENCE
- Il Year (Backlog) Examination, March / April 2019

Subject: Statistics
Paper — Il : Applied Statistics

Time: 3 Hours .
Max. Marks: 100

Il

I

Note: Answe .
each and an; ?Il]lrgél?st1011s. Answer questions | to IV by choosing any two from
calculations are allowreoc;h question V. All questions carry equal marks. Scientific

1 Di ;

5 DS;::sSbéuSa{/I\)lr F’;hepbasic %rinciples of sample survey.
: . Prove that in SRSWR, the sample mean sqt foe i .

estimator of the population variance. 4 fqdarel; SR

3 Derive vari
1a = H « AN el
nce of sample mean V(y,) In PfOpOfflonal?\arﬁd “optimum allocations

LSRN AV

. under stratified random sampling. gy
If a population consists of a linear trend, then prove théti\\/ ( f})ﬁs V(7) S V(T)e-
) \,:‘\\ sys n

S

Explain ANOVA two-way classification, stating the agsumptions.
Derive expectation of sum of squares of CRDXy ‘.
Whgt is ran@omlzed block design. Explain<A,NO\°l;;9\ of RBD, stating the assumptions.
Derive relative efficiency of LSD over RED:. g

0~ O

9 Explain any two different methods of estimating trend in a time series data in detail.
Give their merits and demerits; i~ - '

10 Justify ‘Fisher index is an idea’f;}j,h(a’ex‘number’.-

11 What are the functions of Cng;Q\%mg«fNSSO?

12 Define: , £
a) Whole sale price indeXe, ¢ o
b) Cost of living ind:éxwumﬁer and give-their uses.

ife table where question marks are given.

13 Fillin the blanks of the following
: Ix T e [ px [ [ L[ Tx e
562524 |7 |7 |?
eEo4a2 |- |- |- -

14 Define:
jy Crude birth rate

ii) General fertility rate

iy Specific fertility rate v
lasticity of demand

ain methods for measuring elasticity ot ¢
12 gglcribe‘lf’igou’s method and write its limitations.

ree of the following: -

m allocation

Write short notes on any th
t to CRD, RBD -and L3D

17 Pro ortional an’d optimu
18 Locgl control V-Vlf.h respec

20 Uses of index "
21 Markete
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» FALULTY OF SCIENC[ ode No. 18625
y B8.5c. M-Year (Backlog) Examination, October / November 2021
s Subject: Statistics
b Paper-V: (E-1) Quality Control, Reliability and Operations Research

Mayx. Marks: 100

Time: 2 Hours

ions b;{ cho?sing any two bhits from -V units. All
ks. Scientific calculators are allowed
(4x25=100 marks)

Note: Answer any four quest
questions carry equal mar

e e g v

a'nd consumer 5! risk

Explain the term: A
Hazard ratp '

Define(i) Componenl ,

[

1. How do you construct fraction defective and number of dcfeclive charts?

2 How do you construct ¢- -chart and what are applicalions of ¢-chart?
| 3. Define statistical quality control. Construct a standard devmlnon chart.
b 4. Fromthe followmg dqta construut mean and range, charts, and comment on
: _state of control \ R R
' Sample No. {4 7w 2] R U 5 a6 e [ 10 |
| Mean 50 |34 |45 39 |26 . 429 o ]
| Range |23 139 [15 15 120 s ]
T o
| Explaln double sampilng plans for attrxbut
D

418

' (i) Fallure,densnty erie el system
8. Explainthem f_ liabil a".system having series
i , wee components are

‘; o ' respectwélhy, iability when the system
: v;(n )‘f pa rallel

consisting-of- th u‘se 1

Hi

nq 01’ lhe pnmal and the

. OF 1 Ie'of the samplé i ;
10. Defme dual of an L P',P obtam the dual of the followmg pnm
the dual of thevﬂual problem is pnmai problem

al. Also verify that

f.’*.
?

""253 ‘
Mak "—12\ H\ %6\'
ey
S§T.C4 5y 6\, NS
L
gl : Xy -—ﬁ Xy ok 3\} -——l

mﬂ: ity 44\,,*_.‘4"
wa\',»—%r, + 7»,‘..
Cand wxpx 20 N
‘11.Use simple method to solve: the followmg L P. F’ A
Maximize z =2y, .% +55, ‘
X+ 7\, 2, 5430
3\', +2x, '-’46()
:‘_,”+4\,3 <42()

d/_\l‘\, \,>()
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49 Tvnlain o
12.Explain simplex method of solving LPF

W oblen
saignment P'O o in ermeunq the: six

13 Explain Hungarian me s0lving
14.Find the sequence tl\athtz?:\\%uzlb t1lc olal elaps® o fin d tf‘e glapsed time for
jobs on three machines in the order e 2Ma Alg0
machinas My, Ma, M3 — ""'MJMTS
LJOb 1 '
| IMachine M1 | 8
| Machine M2 13

qume o M3 | 8

{

15 . Solve the following T.P. i, #,
TOngin/destinations | d1 vl I s | SUpR’y
o1 92— so e |30
02 | o

16 Explain Degeneracy in-a transportationgr roblem and how do you resolve the

degeneracy in transportatson problem

Vv Write a short notc on any two of the foHowmg"

Rectifying inspection p "ns <
Mean Time 10 FallUl'81 i
Slack and Surplus \vana bles et
Transportation prob! Shras a particular case of LPP.

Transshlpment probfem

SENCRES

AAXKX
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FACULTIES OF ARTS AND SCIENCE
B.A/B.Sc. Ill Year (Backlog) Examination, March / April 2019
Subject: Statistics

Quali ' Paper - IV (Elective — 1)
uality Control, Reliability and Operations Research

Time: 3 Hou
s Max. Marks: 100

te: .
~ Note: Answer all questions. Answer questions | to IV by choosing any two from each

I

7
8

9

and any three from i :
A uestion V. All questions carry . Scientifi
calculations are allo Zd. q carry equal marks. Scientific

What do you understand by Statistical Quality Control? Givé s, importance in
ry. Distinguish between process control and product control:®. %}
.,‘j\‘q}\ o

Explain the construction procedure of X and R charts. }J\ Y
2 “Q,\

}Explam the difference between specification limits, tolarance limits and control limits
in SQC, 4 7o
S

Give the construction procedure and applications of & — chart.

£
k4

E_xplam double samplmg plans for attribqté%},_gf their OC and ASN functions.

R
Define: . Q;/’ P:E‘,‘ N
i) OC and ASN functions Vit

iy ATland AOQL &R
Show that for exponential fgﬁi[g\i%\adg?’isify hazard rate is constant.
Explain series configuraign of 2 system and derive the reliability of the system.

b

‘\1 -
State and prove fundamental theorem-of LPP.-

10 Solve the following LPP graphically

11 Solve the fo

Minimize,Z = “fx1 + 2X2

Sggfé‘g’_t tot"t e constraints: X¢+ X222 . -

ff%\%ﬁ/ : 3X4+ X2 3

R 4%, +3%.26
and X3, X220

llowing LPP using Big-M method.

Maximize Z = 3%1 = X2 -
Subject to the constraints: 2X1 + X2 2 2
Xy +3X2 s 3

Xos4
and X4, X220
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12 Define convex set and state their properties.

IV 13 Solve the following transportation problem.

W Dy | D2 |Ds | Availability
QOrigins

O; 50 | 30 [ 220 1

0, 90 | 45 | 170 3

Os 250 [ 200 | 50 4
Requirements | 4 | 2 | 2 8 »

14 A salesman has to visit five cities. The distances in miles between ‘the five cities are

given below: g\\} Y
):‘)
A

A (— 6
B |6 -

From C |8 7
D|5 4
E\S 2

If the salesman starts fror% cnty I and has to come back to CIty 1. Which route should

be selected so that the tgtal dlstance traveled is mlnlmum’?

15 How the deggneracy is.occurred in transportatlon problem How is it resolved?

16 Des?nb,é'f “;,method of processing n jobs through three machlnes

\ Answer.;g':;r_]yyf;three of the following: " :

17 Six sigma limits

18 AQL and LTPD

19 North West corner rule

20 Assignment problem |

21 Process control, product control.

Kkkk
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. FACULTIES OF ARTS AND SCIENCE
A B. - :
Sc. lll - Year (Backlog) Examination, Octoher / Novembher 2018

Subject : STATISTICS (Theory)
Paper — IV

Quality Control, Reliability and Operations Research (Elective-l)

Time : 3 hours
Max. Marks : 100

Note : Answer all questions. Answer ]
: questions | to IV by choosing any t
from each and any three from question V. All questions carr;g/ qualv "
marks. Scientific calculators are allowed. :

| 1 Define SQC. Brief some of the advantages of it.

2 a) Construct 3-sigma control limits for d-chart. v
b) A daily sample of 30 items was taken over a period of 14 days in order to
If 21 defecfives were found, what should

derive an attribute control chart.
be the upper and lower control limits forithe number of defectives.

3 Define control charts for variables, "-Exﬁ’iai,nf'imean chart based on standard
deviation.
trol test. Data collected for

4 20 tape recorders were examined fdr“:quality con
the number of defects forif;gg:a(:hT tape recorder. Explain the suitable control

chart to check the qualitys. - -

I 5 Designthe const:_guct:!i'gn::.‘gf Double sampling plan.
Design the consj{.rt.j'éﬁon and derive the OC curve of single sampling plan.

-+ Explainthe terms : i) Hazard rate i) Reliability i) Probability of failure
iv) Meantime to failure |

od to compute the reliability of a system having series

8 Explaup ’ch?a meth
configtration. |

(1 o State and prove fundamental theorem of LPP.
10 Explain the concept of duality with an example.

11 Explain big-M method for introducing an artificial variable in LPP.

12 What is degeneracy in LPP? How doyou resolve it?

od in transportation problem.

13 Explain MODI meth
m as a special casé of

v
and assignment proble

14 Deﬁne Transportaﬁon problem

LPP.
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115 - -
jobs on 3 machines.

15 &) Explain Johnson's algorithm for sequencing of n
b) Give an example of sequencing problem.

16 Explain transshipment problem.

V Write short notes on any three of the following :
17 Unbalanced Transportation problem
18 Producer’s risk and Consumer's risk

19 Reliability function _
20 Hungarian method in Assignment problem

21 Convex sets

ok ok ko ok o
&



